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Nanoporous Morphogenesis in Amorphous Carbon Layers:
Experiments and Modeling on Energetic Ion Induced
Self-Organization

Daniel T. Hoffmann, Johannes Dietrich, Stephan Mändl, Mareike Zink,
and Stefan G. Mayr*

Nanoporous amorphous carbon constitutes a highly relevant material for a
multitude of applications ranging from energy to environmental and
biomedical systems. In the present work, it is demonstrated experimentally
how energetic ions can be utilized to tailor porosity of thin sputter deposited
amorphous carbon films. The physical mechanisms underlying self-organized
nanoporous morphogenesis are unraveled by employing extensive molecular
dynamics and phase field models across different length scales. It is
demonstrated that pore formation is a defect induced phenomenon, in which
vacancies cluster in a spinodal decomposition type of self-organization
process, while interstitials are absorbed by the amorphous matrix, leading to
additional volume increase and radiation induced viscous flow. The proposed
modeling framework is capable to reproduce and predict the experimental
observations from first principles and thus opens the venue for computer
assisted design of nanoporous frameworks.

1. Introduction

Nanoporous carbon has attracted rapidly growing interest during
the past decades as electrode, supercapacitor, sensor, catalyst
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support, filter/sieve, gas, and liquid ad-
sorption/storage, as well as biomedical
material for a broad range of applications,
including in the first place energy conver-
sion and environment (see, e.g., refs. [1–6]
for overviews and recent promising exam-
ples). Traditionally bulk porouos carbon is
typically synthesized by physical, chemical
and catalytic activation or carbonization.[7]

When heading for miniaturized, for ex-
ample, on chip integration, nanoporous
thin films that are synthesized by employ-
ing techniques established in semiconduc-
tor industry are highly desirable. In the
present manuscript we will demonstrate
how ion implantation into sputter deposited
amorphous carbon (a–C) can be utilized to
obtain a nanoporous morphology that is
highly tunable by the choice of implanta-
tion parameters and temperature. Besides

experimental phenomenology, our central focus will be laid
on the physical foundations of nanoporous morphogenesis.
This is achieved by a combined approach that couples classical
molecular dynamics calculations to a novel phase field model,
thus bridging different length and time scales.
Generally, ion implantation induced nanoporous morphogen-

esis constitutes a phenomenon that has previously most promi-
nently been reported for implantation into amorphous germa-
nium (see Ref. [8–13] and references therein); besides that it bears
some similarity to void lattice formation observed under high flu-
ence conditions in metals,[14,15] however at much larger doses.
Contrarily, nanoporous morphogenesis is not established at this
point in a–C, presumably due to the requirement of an elevated
temperature, as we will demonstrate in detail in the following.

2. Experimental details

Amorphous carbon (a–C) thin films were synthesized by direct
current (DC) magnetron sputter deposition onto thermally
oxidized silicon wafers (oxide thickness larger than 700 nm).
Experiments were performed under high vacuum conditions
(base pressure of the system 3 ⋅ 10−6 mbar or better). a–C films
were deposited using Ar flow rates and sputtering powers of
15 sccm and 100 W, respectively, resulting in ≈92 nm thick
films deposited in 1 h. Sputtering was preceded by ≈15 min
presputtering performed with identical condition, but without
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deposition onto the substrate utilizing a shutter in front of
the substrate.
Ion implantation was subsequently performed using ultra

high vacuum conditions with an IBS IMC 200 linear ion ac-
celerator using 150 keV Ar+ ions and fluences of 2 ⋅ 1016 and
4 ⋅ 1016 cm−2 at temperatures between 150 ◦C and 350 ◦C. For
temperature calibration, a Peltier element was placed at the sam-
ple position and directly exposed to the ion beam, while the beam
current was adjusted to obtain the desired sample temperature
in steady state condition; the implantation times thus varied be-
tween 10 and 179 min. Our choice of ion species, energy and
sample thickness was a compromise within our equipments’ ex-
perimental capabilities to ensure amost homogenous irradiation
of the a–C film while implanting the Ar+ ions into the substrate
and minimizing ion beam mixing at the interface, as inferred
from SRIM[16] runs (using the standard parameters). While sput-
tering certainly was present during implantation, it was of minor
relevance for the scenario investigated within the current studies
(≈27 Å for the maximum fluence 4 ⋅ 1016 cm−2).
Amorphicity of the films was verified prior and after implan-

tation by absence of any indications for crystalline peaks in X-
ray diffraction (XRD) measurements using a Rigaku Ultima IV.
Morphological evolution was monitored using a Carl Zeiss Ultra
55 scanning electron microscope (SEM) (10 kV acceleration volt-
age); to check for potential contamination, energy dispersive X-
ray analysis is routinely performed, as implemented in this SEM.

3. Experimental Nanoporous Morphogenesis

Ion fluence versus substrate temperature was systematically var-
ied within the ranges given in Section 2 and the impact on mor-
phology explored; a previous preliminary study performedwithin
our group[17] had indicated the absence of pronounced morpho-
logical changes at lower doses and temperatures. Figure 1 illus-
trates the central results of our fluence–temperature series: Sur-
face morphologies of as deposited a–C films are characterized by
very smooth surfaces,[18] which is typical for amorphous films
due to the absence of mosaic structure, particularly when sput-
ter deposited.[19,20] Implantation of 150 keV Ar+ ions does not
lead to significant morphological changes at low enough temper-
atures (⪅ 250 °C) and fluences (⪅ 1 ⋅ 1016 cm−2, except for a slight
roughness increase that can be attributed to sputter erosion in-
duced kinetic roughening. However, exceeding these thresholds
(T ⪆ 300◦ C forΘ = 2 ⋅ 1016 cm−2 andT ⪆ 260 ◦C forΘ = 5 ⋅ 1016

cm−2) self-organized evolution of a nanoporous morphology is
observed. It must be mentioned that 2 ⋅ 1016 cm−2 at 300 ◦C were
reached within 10 min with the heating phase encompassing 9
min whereas 4 ⋅ 1016 cm−2 at 150 ◦ C needed 3 h for implanta-
tion. To finally wrap up the physical key message, nanoporous
morphogenesis requires i) an incubation dose and ii) sufficient
thermally induced kinetics.

4. Classical Molecular Dynamics Simulations

We employ our group-maintained highly parallelized classical
molecular dynamics (MD) code[21] to prepare amorphous cells of
32768 carbon atoms by rapid quenching melt from 8000 K down
to 10 K at rates of 1 K ps−1 and zero pressure, utilizing Berend-
sen thermo- and barostats,[22] respectively, and periodic boundary

Figure 1. Scanning electronmicroscopy (SEM)measurements of a–C film
implantedwith 2 ⋅ 1016 cm−2 and 4 ⋅ 1016 cm−2 Ar+ ions, corresponding to
damage doses of ≈8.5 dpa and ≈17 dpa, respectively, at different temper-
atures. Nanoporous morphology starts getting apparent for temperatures
⪆ 275 ◦C and ⪆ 260 ◦C, respectively.

conditions applied in all spatial directions. In doing so, we utilize
two alternative empirical bond-order potentials due Brenner (Po-
tential II)[23] and Tersoff[24] with omitted 𝜆3–correction as in the
original publications, yielding glass transitions atTg = (2521 ± 5)
K and (3817 ± 5) K, respectively. Amorphicity of the resulting
cells is subsequently confirmed by evaluating the pair and an-
gular distribution functions, which reveal absence of angular as
well as long-range translational order with no significant differ-
ences between both potentials.
Regarding implantation of 150 keV Ar+ ions into amorphous

carbon (a–C), as realized within our experiments, we first note
that extended thermal spikes are not expected to occur due the
relatively low materials density, as reflected also in moderate nu-
clear and electronic stopping powers, in combinationwith the rel-
atively high glass transition temperatures, Tg . It is therefore rea-
sonable to assume that implantation inducedmaterials modifica-
tion under the present conditions is governed by the introduction
of point defects. As the latter are strictly defined only in crystalline
materials, a major caveat has to be addressed here when deal-
ing with amorphous materials. For a concise definition, we in-
troduce “generalized” vacancies and interstitials (which we solely
term “vacancies” and “interstitals” in the following) as atomswith
under- and overcoordination, respectively, while a “generalized”
Frenkel pair constitutes a combination of both entities. To model
the impact of ion implantation under the present conditions, we
follow our previous approach (described in detail in ref. [25]) in
inserting Frenkel pairs up to the desired defect dose (measured as
“displacements per atoms” - dpa) randomly into the simulation
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cell. As detailed in ref. [25], interstitials are inserted by replacing
an atom by a two-atom dumbbell with a randomly chosen orien-
tation, while vacancies are realized by merely removing an atom.
Interstitials within our generalized definition are manifested

by local overcoordination and thus constitute local configu-
rational instabilities due to the presence of dangling bonds
that subsequently relax athermally by reconfigurations typically
within the nearest and next nearest neighbor shells, resulting in
incorporation viz., “absorption” of the interstitial into the sur-
rounding amorphous matrix. While we observe this behaviour
presently for both potentials, Brenner II and Tersoff, it is in line
also with our previous report on interstitials in amorphous Si-Ge
compounds.[13] We choose the variable LI to denote the average
radius around an interstitial affected during the absorption event
by the matrix. Vacancies in a–C, on the other hand, are related to
presence of multiple bonds among the surrounding atoms due
to the strong tendency for hybridization (primarily sp2 hybridiza-
tion) in C. While vacancies are thus localized and of reasonable
stability, they are expected to be mobile via thermally activated
diffusion. Diffusional dynamics of vacancies and their impact on
materials modification is clearly beyond the time scale accessi-
ble in MD (some 𝜇s), but will certainly be highly relevant on
experimental time scales. Contrary to single vacancies that per-
form a random walk in large simulation cells, presence of more
than one vacancy will lead to attraction, viz. directed diffusion to-
wards each other due to a corresponding gradient of the chemical
potential established by elastic interactions. We characterize this
scenario by the the average migration length of a vacancy prior
to agglomeration, LV . To account for sufficient vacancy diffusion
in our model despite the restrictions that are inherent to MD in
terms of simulated time, we inserted a vacancy directly next to
another vacancy, if the latter was located within a distance of LV
within the target site – thus realizing a maximum vacancy relax-
ation distance as large as LV (i.e. an inserted vacancy is attached
next to an existing one if located within a distance r ≤ LV ).
For as quenched a–C cells with atomic interactions parame-

terized due to Brenner II and Tersoff, respectively, we monitor
change in cell size upon random insertion of Frenkel pair, while
maintaining temperatures at 10 K and zero pressures, respec-
tively. As visualized in Figure 2, the average volumes per atom,
< Ω > show a continuous increase as function of dose only for
vacancy relaxation lengths, LV ⪆ 5 Å, while a constant level (sat-
uration) of < Ω > after a small initial increase is observed as a
function of dose for LV ⪅ 2.5 Å. Representative configurational
snapshots of the morphological evolution are shown in Figure 3.
As central point it deserves emphasizing here that nanoporous
morphogenesis in a–C requires vacancy relaxation distances LV
beyond a threshold level of ≈5 Å or, equivalently, temperature to
exceed a certain threshold temperature to allow for the necessary
diffusion—which completely complies with the experimental ob-
servations. For lower LV or, equivalently, lower temperatures than
the threshold, a steady state is reached in which Frenkel pair
insertion and annihilation are balanced. The (dynamically con-
stant) defect concentration inherent to the latter phase generates
the moderate volume increase at low doses and moderately ele-
vated volume levels in comparison to the as quenched solid (Fig-
ure 2). In terms of LV and LI, the “critical point” for nanoporous
morphogenesis is thus given by LV ≈ LI, that is, nanoporous pat-
tern formation occurs, if the length scale for vacancy diffusion
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Figure 2. Changes of average volumes per atom, < Ω >, due to random
insertion of Frenkel pairs, as a function of the vacancy relaxation distance,
LV , calculated for the Brenner II and Tersoff potentials. Nanoporous mor-
phogenesis is only observed for LV ⪆ 5.0 Å.
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Figure 3. 3D configurational snapshots during Frenkel pair induced
nanoporous morphology evolution: (LV = 5 Å).

exceeds the dimensions of the regions involved in absorption of
an interstitial. As the process of interstitial absorption can be bi-
ased by applied shear stresses, it constitutes a local shear event
capable to locally relax shear stresses, while vacancies themselves
reveal much less local reconfigurations to reduce shear stress.
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Figure 4. Approximate fit of the free energy density f as a function of order
parameter 𝜙 (Equation (1)) to MD predictions using the Brenner II poten-
tial, as obtained by inserting vacancies and interstitials, respectively, into
a–C cells, keeping the volume fixed.

It is worth mentioning here, that—concerning viscous flow—we
have observed as similar behavior of vacancies and interstitials in
amorphous Ge (ref. [26], Figure 9 – interstitials are much more
effective in stress relaxation than vacancies in dense amorphous
Ge). Vice versa, the process of vacancy-interstitial annihilation by
interstitial-induced matrix reconfiguration can be cast into the
picture of pore closure by radiation induced viscous flow, as dis-
cussed in detail for the Si–Ge system in ref. [13].

5. Cahn–Hilliard Model

Previously Cahn–Hilliard type of models have successfully been
employed to model radiation induced effects in matter, includ-
ing pattern formation in driven alloys[27,28] and crystalline void
lattices.[29] Our MDmodel (Section 4) together with our previous
studies[13,25] clearly suggests that nanoporous morphogenesis is
goverend by i) introduction of Frenkel pairs into the amorphous
matrix, ii) athermal relaxation and “absorption” of interstitials by
the amorphousmatrix whilemediating radiation induced viscous
flow, iii) thermally activated migration and agglomeration of va-
cancies initially dispersed randomly within the matrix. As in par-
ticular iii) is reminiscent of a spinodal decomposition process, it
becomes tempting to apply a Cahn–Hilliard[30] type of model on
the amorphous “alloy” “composed” of C and vacancies to model
nanopore morphogenesis in a–C upon ion implantation. A cen-
tral ingredient within this scope is the possibility to define a free
energy density, f as function of a suitable order parameter, 𝜙.
While we define the latter as 𝜙 = 2 ⋅ 𝜈V − 1, where 𝜈V denotes the
vacancy atomic concentration, we choose as functional form for
the free energy density functional,

f (𝜙) = −a
2
𝜙2 + a

4
𝜙4 (1)

where a denotes a fitting parameter. Assuming that it is reason-
able for us to neglect the entropy contributions due to the rather
moderate temperatures employed in experiments and simula-
tions, we fit Equation (1) to the internal energy determined via
MD as a function of vacancy concentration at fixed volume, as
shown in Figure 4.

While the functional form for f (𝜙) is clearly too simple to “ex-
actly” account for theMDpredictions, it is nevertheless capable of
reproducing key characteristics; in the first place the maximum
at 𝜙 = 0 and minima at 𝜙 = ±1 that correspond to “equilibrium”
vacancy concentrations of 𝜈V = 0 and 𝜈V = 1, viz. a defect–free
amorphous solid and vacuum as equilibrium phases. In the pres-
ence of spatially varying order parameter, 𝜙(r⃗), an interface en-
ergy contribution 1

2
(W0 ∇𝜙)2 needs to be considered in addition

to the terms of Equation (1); in equilibrium 𝜙(r⃗) is then given by
minimizing the free energy functional

F[𝜙(r⃗)] = ∫ d3r
(
f
(
𝜙(r⃗)

)
+ 1
2
W2

0 (∇𝜙)2
)

(2)

that is, by equalizing the functional derivative to zero. In the pres-
ence of a flat equilibrium interface between equilibrium vacuum
and solid, respectively, the equilibrium order parameter can read-
ily be determined for the interface region,[31] enabling us to relate
a (Equation (1)) andW0 (Equation (2)) to the surface energy

𝜎 = W0
2
√
2

3

√
a (3)

yieldingW0 = 0.2148
√

eV
Å
.

Up to this point, we have developed a formalism and fitted pa-
rameters to describe the free energy of the vacancy – a–C sys-
tem as functional of an arbitrary vacancy distribution, described
by order parameter, 𝜙(r⃗), while central ingredients—in particular
interstitials and dynamics—are still missing. Within a next step,
we now focus on vacancy dynamics, omitting still the presence of
interstitials. Except for the irradiation source term, the number
of atoms and vacancies within the cell is conserved; we therefore
employModel B dynamics[32] for spatio–temporal evolution, sup-
plemented by an average flux (I) and noise (𝜂(r⃗, t)) term, viz

𝜕 𝜙

𝜕t
= Π∇2

(
−W2

0 ∇
2 𝜙 + a𝜙

(
𝜙2 − 1

))
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

=Π∇2 𝛿F[𝜙]
𝛿𝜙

+I + 𝜂
(
r⃗, t

)
(4)

where 𝛿 indicates variational derivatives and the Euler–Lagrange
equations in combination with Equations (1) and (2) have been
used. The generalized mobility, Π = 4Ω0 𝜇, is related to the
atomic volume within the dense phase, Ω0 and mobility, 𝜇 (the
prefactor 4 appears here due to the definition of the order pa-
rameter). To estimate 𝜇, we consider a vacancy close to an open
surface (such as the surface of a pore), that is, assumed to be flat
for simplicity. Due to Bacon (ref. [33], Equation (26)) the energy
of a vacancy that resides a distance, d, away from the surface is
then given by

E(d) = −
(1 − 2 𝜈)2 P2

16𝜋 (1 − 𝜈)Gd3
(5)

where G, 𝜈, and P denote the shear modulus, Poisson’s ratio and
dipole moment, respectively. If we assume that the vacancy is
initially a distance, d = LV (compare Section 4) apart from the
surface, subsequently migrates toward it and reaches and joins
it (we somewhat arbitrarily choose d = 2 rA for this event, where
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Table 1. Summary of materials constants that were determined for a–C
using the Brenner II potential for estimation of the generalized mobility,
Π.

G (eV/Å3) 𝜈 P (eV) LV (Å) rA (Å) Π (Å5/eV)

0.432 0.368 2.07 5 1.269 2.522 ⋅ 107

Ω0 = 4∕3 ⋅ 𝜋 r3A), the average force on the vacancy throughout this
process is given by ⟨K⟩ = (E(LV ) − E(2 rA))∕(LV − 2 rA). Follow-
ing the suggestions of our MD model (Section 4), vacancy dif-
fusion terminates, once within a radius of LI of an inserted in-
terstitial. Assuming that the sample temperature is chosen close
to the critical temperature, LI ≈ LV (see Section 4), yielding an
average diffusion time (measured in “time” units of dose) of
ΘD = Ω0∕(4∕3𝜋 L3V ). Thus, the average vacancy velocity can be
calculated as ⟨v⟩ = (LV − 2 rA)∕ΘD. Merging things together, we
finally obtain for the generalized mobility

Π =
16𝜋

(
LV − 2 rA

)2
L3V

3
(
E
(
LV

)
− E

(
2 rA

)) (6)

We determined allmaterials constants appearing in Equations (5)
and (6) for the Brenner II potential using MD, while we chose
LV consistent with the “critical” value determined in Section 4;
the full parametrization is summarized in Table 1. Maybe de-
termination of the dipole moment deserves mentioning an extra
remark—it was based on determination of stress change,Δ𝜎ij, in
a cell with fixed geometry upon defect insertion, utilizing the re-
lation Δ𝜎ij = (c∕Ω0)Pij (see, e.g., ref. [34], Equation (8); c denotes
the atomic density of statistically distributed point defects), which
proved to be isotropic.
While the average flux term for vacancy insertion (I = −2) in

Equation (4) is straightforward, when measuring time in units
of dose, the noise term, 𝜂(r⃗, t) accounts for accompanying spa-
tiotemporal fluctuations and will be discussed in more detail in
the following. Generally, 𝜂(r⃗, t) is understood as spatially and tem-
porally uncorrelated (i.e., white) Gaussian noise of average zero,
that is

⟨
𝜂
(
r⃗, t

)⟩
= 0 (7)⟨

𝜂
(
r⃗, t

)
𝜂
(
r⃗′, t′

)⟩
= 2D 𝛿

(
r⃗ − r⃗′

)
𝛿
(
t − t′

)
Generally, the problem of randomly removing atoms can be re-
garded as Bernoulli experiment, that follows the binominal dis-
tribution with variance 2 I; D is determined to yield the same
second moment, resulting in D = 2Ω0, when employing dose as
measure for time (mind that the definition of the phase field also
enters the magnitude of D). Regarding noise and its implemen-
tation during numerical solution of our Cahn–Hilliard equation,
one further point deservesmentioning here: while ⟨𝜂(r⃗, t)⟩ is orig-
inally defined as Gaussian white noise, numerical tests of several
groups (e.g., ref. [35] and in the scope of ref. [19]) have revealed
that statistically identical results are obtained, when equally dis-
tributed random numbers of the same first and secondmoments
are employed instead. We will make use of this finding when nu-
merically solving our present model.
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Figure 5. Evolution of surface stress, 𝛾 , with increasing dose, Θ, as de-
scribed by the Brenner II potentials.

Up to this point, the contribution of interstitials to nanoporous
morphogenesis has not been taken into account within the
Cahn–Hilliard model. Our MD calculations (Section 4) suggest
that interstitials affect morphological evolution in a threefold
way: i) interstitials, that are introduced into a–C, annihiliate with
vacancies and thus lead to a conversion of the effective to real
doses by applying a factor of≈ 1∕(1 + (I∕2) ⋅ t) (based on the sim-
plistic assumption that the probability of annihilation of an intro-
duced interstitial is proportional to the vacancy concentration in
the system). ii) If not annihilated by interaction with vacancies,
interstitials are “absorbed” by the matrix, leading (on average) to
an isotropic volume increase (in the sense of an “upscaling”) of
the cell and all its features in all spatial directions by one atomic
volume, Ω0; the number of interstitials contributing to this ef-
fect equals the number of vacancies remaining in the matrix. iii)
The processes of annihiliation (i) andmatrix “absorbance” (ii) be-
comes biased in presence of shear stresses primarily due to capil-
larity, that is, the evolved volume constitutes a type of shear trans-
formation zone[21] that performs a local flow event and results in
structure relaxation driven by surface stress, 𝛾 (mind within this
context, that surface stress and energy have to be distinguished
in solids). As shown in Figure 5, 𝛾 is clearly affected by dose due
to structural remodelling of surface, yielding a steady state, 𝛾 = 0
for sufficiently large doses, indicating large absence of capillarity.
Based on this finding, we will neglect (iii) in the following.
We base our phase field treatment of ion implantation in-

duced morphogeneis in a–C on Equations (4) and (7) using the
parametrization of Table 1. As this model only describes vacancy
dynamics, it needs to be supplemented by the effects (i) and
(ii) related to interstitials, as discussed above. While i) vacancy–
interstitial annihilation is considered by measuring only inser-
tion of stable defects, that is, effective defect doses, ii) incorpora-
tion of interstitials into thematrix is realized by enlarging the cell
volume isotropically byΩ0 per inserted interstitial, yielding an in-
crease of cell volume by a factor of 1∕(1 + (I∕2) t). Starting with
cubic cells of initial edge lengths, L0 with periodic boundaries
applied in all spatial directions, absorption of interstitials by the
matrix thus leads to edge lengths L = L0∕(1 + (I∕2) t)1∕3 increas-
ing as a function of dose—just as all linear dimension do within
the cell. Defects clearly can only be inserted into a–Cmaterial (not
into vacancies or vacancy agglomerates); furthermore, as the total
amount of a–C remains conserved within the cell during volume
change, so does the number of Frenkel pairs introduced into the
cell per time increment. We take this into account by weighting
I and 𝜂 in Equation (4) by (sgn(Φ) + 1)∕2, where sgn denotes the

Adv. Theory Simul. 2021, 4, 2100093 2100093 (5 of 7) © 2021 The Authors. Advanced Theory and Simulations published by Wiley-VCH GmbH
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)b()a(

Figure 6. Solutions of the phase field model (Equation (8)) after exposure
to doses of a) 0 dpa, b) 8.0 dpa. Color codings range from blue (𝜙 = −1) to
red (𝜙 = +1), the edge lengths of the cubic boxes increase from a) 500.0
nm to b) 619.3 nm, respectively.

sign function. The total equation we solve in the following thus
reads

𝜕 𝜙

𝜕t
= Π ⋅

(
1 + I

2
t
)2∕3

(8)

∇2

(
−W2

0 ⋅
(
1 + I

2
t
)2∕3

⋅ ∇2 𝜙 + a𝜙
(
𝜙2 − 1

))
+

sgn(𝜙) + 1
2

⋅
(
I + 𝜂

(
r⃗, t

))
Free tetrahedral meshes with ≈4 ⋅ 105 elements, as implemented
in COMSOL,[36] are employed for spatial discretization using a
element discretization order of 2, while—due to the stochastic
nature of the equation—the simple Euler method is employed
for numerical integration utilizing a time step of 5 ⋅ 10−4 dpa, as
confirmed by spatiotemporal convergence tests.[37]

Figure 6 illustrates the results of the numerical solution of
our phase field model that reveals pronounced formation of
a nanoporous structure, starting from small “nuclei” followed
by successive coarsing. Clearly spatiotemporal dynamics reveals
some similarities to deterministicModel B dynamics[32] and even
more to their noisy generalizations (see, e.g., ref. [31])—in the
sense that a linear instability with maximum pattern growth

at 𝜆max = 2𝜋
√

−(2W2
0 )∕f ′′(𝜙0) underlies also the presently ob-

served pattern formation. However, due to the dynamic charac-
ter of defect insertion and box volume change, things are clearly
more complex presently.
Regarding comparison with our MD model (Section 4),

nanoporous pattern formation clearly occurs on similar length
scales in the early stages of morphogenesis, but starts to devi-
ate once the typical pore size reaches the dimension of the MD
cell. These finite size effects thus can clearly be overcome in our
coarse-grained phase field model, that is indeed suitable to estab-
lish a link to experimental results, that is, the “real” world.
Regarding experiments, our results (Figure 6) need to be com-

pared with samples where pattern formation is just starting to
occur, as we have chosen LV accordingly. In this sense, our mod-
elling is in accordance with, for example, Figure 1, which reveals
porous patterns on length scales in the same order of magnitude.
Higher temperatures in the experiments will clearly lead to in-

creasing LV , and thus accordingly lead to an increase of length
scale of our nanostructured morphology as well.

6. Conclusion

To conclude, we have demonstrated within our present work
that ion implantation into sputter deposited thin a–C films can
successfully be employed to generate tailored nanoporous mor-
phologies. Using a combined experimental and scale-bridging
computational approach, which employs MD and a phase field
type of model, we unravel the physics underlying nanoporous
morphogenesis. Experimentally a minimum temperature of ⪆
260 °C and incubation dose as large as≈8 dpa are required; below
these thresholds no nanoporous structure formation can be ob-
served.Within the framework of ourmodels, nanoporous pattern
formation results from self-organization of Frenkel pairs, that are
introduced into a–C in course of implantation. If Frenkel pairs
do not annihilate athermally directly after insertion, interstitials
are athermally absorbed by the a–C matrix; while this absorp-
tion process leads on average to an “upscaling” of the cell vol-
ume byΩ0, it becomes biased in the presence of applied stresses,
leading to radiation induced flow. Vacancies on the other hand
constitute stable entities, that show a spinodal-like decomposi-
tion behavior if a sufficiently high temperature for significant
vacancy diffusion is reached. In particular, the typical vacancy
diffusion length needs to exceed the length scale below which
spontaneous vacancy-interstitial annihilation occurs—which
determines the temperature threshold for nanoporous morpho-
genesis. Our developed picture also provides a concise expla-
nation for the experimentally observed incubation dose, viz. it
constitutes a homogeneous nucleation scenario, in which a bar-
rier due to surface energy needs to be overcome successfully, as
treated in many textbook classical binary alloys.
As we have demonstrated and explained the physics under-

lying implantation induced nanoporous morphogenesis in a–C,
our findings pave the way for tailored synthesis of nanoporous
thin films and nanostructures. As the employed technologies,
sputtering and implantation, are established in semiconductor
industry, we envision potential also for on–chip integration.
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