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Abstract

In this work we investigate a phase field model for damage processes in two-dimensional
viscoelastic media with nonhomogeneous Neumann data describing external boundary forces. In
the first part we establish global-in-time existence, uniqueness, a priori estimates and continuous
dependence of strong solutions on the data. The main difficulty is caused by the irreversibility
as well as boundedness of the phase field variable which results in a doubly constrained PDE
system. In the last part we consider an optimal control problem where a cost functional penalizes
maximal deviations from prescribed damage profiles. The goal is to minimize the cost functional
with respect to exterior forces acting on the boundary which play the role of the control variable
in the considered model . To this end, we prove existence of minimizers and study a family of
“local” approximations via adapted cost functionals.

1 Introduction

Damage phenomena in elastically deformable solids and their analytical studies have received a lot
of attention in the mathematical literature, e.g., [4, 8, 12, 14, 16, 21, 27, 29, 31, 38]. Especially
models which employ a phase field approach and incorporate higher order terms were focused in
some recent works. In that case, an internal variable indicates the degree of structural integrity and,
depending on the material and the scaling, may be defined as the volume or the surface density of
microvoids or microcracks, respectively, as pointed out in [25]. This approach has also been utilized
for approximations of surface discontinuities occurring in the displacement field of fracture models
and turned out to be very useful for numerical implementations (see [1, 5, 14, 35]).

One of the main difficulty for a rigorous mathematical investigation of the underlying PDE systems
is that the damage variable is usually doubly constrained: The variable is forced to be monotoni-
cally decreasing in time (irreversibility) and bounded in the unit interval. This kind of non-smooth
evolution had motivated different concepts of weak solutions and regularization techniques in the
literature (cf., e.g., [3, 21, 29]). However, to the authors’ best knowledge, a global-in-time well-
posedness result for strong solutions with inhomogeneous boundary data was left open. Together
with sufficiently strong a priori estimates such a result could be exploited to study optimal control
problems typically arising in engineering problems focused on resistance against damage and failure.
The following model problems with boundary control illustrate some practical examples:

– Suppose that a workpiece is exposed to external forces during an experiment and that certain
parameters related to those forces can be controlled. A control problem could be to choose
optimal parameters in order to prevent further damage in the material.

– Related to the first scenario we might be interested in calculating additional forces not to
prevent but to redirect crack spreading to non-critical components of the structure and to
avoid complete failure.
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– Another problem might be the determination of external forces in order to deliberately induce
a damage progression. For instance, it might be desirable to separate certain parts of the
workpiece in industrial processes.

By now, to the authors’ best knowledge, the mathematical contributions addressing those and
related problems are inspired by the pioneering work [7] and employ fracture models to control the
energy release rate of a single crack in a quasi-stationary setting by optimal shape design techniques,
fibers or applied forces (see [19, 20, 26, 36] for more details). The cracks are explicitely modeled by
non-smooth domains with or without non-penetration conditions for the deformation. A main issue
consists in determining optimal forces or inclusions in the solid in order to cease crack propagation
or to release as much energy as possible.

In this paper we would like to advance a different approach for such control problems by utilizing a
phase field model for damage. The kind of model under consideration was motivated by Frémond
and Nedjar in [13] and is stated below. Under certain structural assumptions we are able to
investigate well-posedness of strong solutions and existence of optimal boundary controls for a
coupled evolutionary system describing damage processes in viscoelastic materials in two spatial
dimensions. A virtue of our approach is that we are able to control the damage progression on the
whole domain of interest even at all times during the evolution if desired.

In the first part of this paper we study existence and then, for constant viscosity D, well-posedness
of the following PDE problem:
For a given time interval (0, T ) and reference configuration Ω with boundary Γ and outer unit normal
ν, find (u, χ) such that

utt − div
(
C(χ)ε(u) + D(χ)ε(ut)

)
= ` in Ω× (0, T ), (1a)

χt −∆χt −∆χ+ ξ +
1

2
C′(χ)ε(u) : ε(u) + f ′(χ) = 0 in Ω× (0, T ) (1b)

subject to the subgradient/pointwise constraints

ξ ∈ ∂I(−∞,0](χt) in Ω× (0, T ), (2a)

χ ∈ [0, 1] in Ω× (0, T ) (2b)

and the initial-boundary conditions

u(0) = u0, ut(0) = v0, χ(0) = χ0 in Ω, (3a)(
C(χ)ε(u) + D(χ)ε(ut)

)
· ν = b on Γ× (0, T ), (3b)

∇(χ+ χt) · ν = 0 on Γ× (0, T ). (3c)

Equation (1a) describes the balance of forces in the workpiece according to the Kelvin-Voigt rheol-
ogy. The displacement field is denoted by u, the external volume forces by `, the linearized strain
tensor by ε(u) = 1

2(∇u + (∇u)T ) and the stress tensor by σ = C(χ)ε(u) + D(χ)ε(ut). The first
summand of σ contains the elastic contribution whereas the second summand models viscous ef-
fects. The coefficient C designates the fourth-order damage-dependent stiffness tensor and D the
viscosity tensor. The second equation (1b) specifies the parabolic evolution law for the propagation
of damage described by the variable χ under the constraints (2a) and (2b), where the subdifferential
of the indicator function I(−∞,0] : R→ R ∪ {∞} is given by

∂I(−∞,0](χt) =


{0} if χt < 0,

[0,∞) if χt = 0,

∅ if χt > 0.
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The Laplacians ∆χ and ∆χt model diffusive effects of χ and χt and have a regularizing effect
from the mathematical point of view (see the remark after the proof of Theorem 2.11). For a
mechanical motivation of system (1)-(3) by means of balance laws and constitutive relations we
refer to [9, 10, 13]. We would like to give the following interpretation for the subgradient constraint
(2a):

By introducing the free energy F to system (1) as

F (u, χ) =

∫
Ω

(1

2
|∇χ|2 +

1

2
C(χ)ε(u) : ε(u) + f(χ)

)
dx, (4)

we may rewrite (1b) as
ξ = −χt + ∆χt − dχF (u, χ).

By virtue of the complementarity formulation for (2a), i.e.

χt ≤ 0, ξ · χt = 0, ξ ≥ 0,

the evolution law (1b) reads as

(1−∆)χt = −dχF (u, χ) if − dχF (u, χ) ≤ 0,

χt = 0 if − dχF (u, χ) > 0,

i.e., χ is governed by a gradient flow with respect to χ in the H1-norm whenever the driving force
−dχF (u, χ) is non-positive and χt = 0 otherwise.

The second part in this paper is devoted to an optimal control problem. A cost functional J will
measure the maximal deviation of the damage variable χ from given prescribed damage profiles at
the final time T and/or at all times in [0, T ] (λQ, λΩ, λΣ ≥ 0):

J (χ, b) :=
λQ
2
‖χ− χQ‖L∞(Ω×(0,T )) +

λΩ

2
‖χ(T )− χT ‖L∞(Ω×(0,T )) +

λΣ

2
‖b‖2L2(Γ×(0,T );Rn). (5)

A minimizer (χ, b) of J under the constraint that χ solves system (1)-(3) for some displacement u
and boundary data b indicates an evolution which approximates χQ and/or χT best in the sense of
J .

In the following we summarize the main results of our paper:

– In Theorem 2.11 we will prove existence of strong solutions for system (1)-(3) and for a so-
called β-approximation in two spatial dimensions. In the latter case we replace the subgradient
ξ in (2a) by a smooth approximation ξβ(χt) with β > 0. On the one hand this enables us to
perform the a priori estimates in Lemma 2.9, while, on the other hand, the β-approximation
might be helpful for further studies such as optimality systems, numerical implementations
etc. We emphasize that the existence analysis constitutes the main part of this paper and
strongly relies on the two-dimensional Ladyzhenskaya’s inequality originally devised for the
2D Navier-Stokes equations (see [23] and the calculation (38)).

– Continuous dependence on the data (u0, v0, χ0, b, `) and, in particular, uniqueness of strong
solutions for system (1)-(3) are proven in Theorem 2.12 (see also Corollary 2.13) under the
assumption of constant viscosity D. We also establish a priori estimates for the solutions in
Corollary 2.14. These results allow us to define the solution operator and constitutes the
fundament for the considered optimal control problem.
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– Theorem 3.6 reveals existence to an optimal control problem where the cost functional pe-
nalizes deviations of the damage variable from given damage profiles in the L∞-norm (see
(5)). The strong solutions of system (1)-(3) will be controlled via external boundary forces.
We prove existence of optimal controls by using the β-approximation in the proof of Theorem
2.11 to define a family of optimal control problems. The minimizers or the optimal controls
of the family of β-approximating control problems converge in a limit process (along a sub-
sequence as β ↓ 0) to an optimal control of the original control problem. In other words, we
show that optimal controls for the family of β-approximating control problems are for some
β > 0 likely to be “close” to optimal controls for the original control problem. It is natural to
ask if the reverse holds, i.e., whether every optimal control for the original control problem can
be approximated by a sequence of optimal controls of the β-approximating control problems.
Unfortunately, we will not be able to prove such a ”global result” that applies to all optimal
controls for the original control problem. The reason for that lies on the non-convexity of the
optimal control problems (both the original one and the β-approximating control problems)
and consequently on the non-uniqueness of the optimal controls. However, a “local” result can
be established by introducing so-called adapted optimal control problems in Theorem 3.10.

Let us recall some already established results in the mathematical literature of phase field models
for damage/gradient-of-damage models:

– Local-in-time well-posedness of strong solutions for damage-elasticity systems with scalar-
valued displacements and homogeneous Dirichlet conditions for the displacements is proven
in [3, 4] and in [11, 12] for one dimensional models. The authors firstly replace the constraint
(2b) by a second subgradient ζ ∈ ∂I[0,1](χ) where ζ also occurs in the damage law. Then the
local-in-time character guarantees the pointwise constraint (2b) and the vanishing of ζ since
starting from an initial damage profile which satisfies χ0 ∈ [η, 1] pointwise in Ω for a constant
η ∈ (0, 1] implies χ ∈ [η̂, 1] pointwise in Ω× (0, t̂) for further small constants t̂, η̂ > 0 provided
continuity of χ.

In contrast to this approach, we will ensure the constraint (2b) via a carefully chosen time-
discretization scheme (see Definition 2.5 (iii)). The main advantage is that (2b) is carried
over to global-in-time solutions. This is a crucial consequence since uniqueness of the damage-
elasticity system with two subgradients is considered as an open problem (see [37, Remark
2.18]).

– Rate-independent gradient-of-damage models are explored in [29] and in various subsequent
papers, e.g., [28, 30]. The rate-independence requires that the term χt in (1b) should be
neglected which is a reasonable assumption if the damage progression is on a faster timescale
than acting of the external forces. The authors considered non-smooth domains and employed
weak notions referred to as energetic formulation in order to prove existence of solutions.
The degenerating case where the material may loose all its elastic properties due to heavy
damage is also studied. Further cases involving nonlinear r-Laplacians with r > 1 or even
r = 1 instead of the classical Laplacian in (1b) are investigated in [31, 41], where also higher
temporal regularity is shown.

– A weak notion for rate-dependent damage models coupled with Cahn-Hilliard equations was
introduced in [16] for quasi-static balance of forces and in [17] with inertial effects and without
the viscosity term in (1a). Existence of weak solutions is proven there for non-smooth domains
and mixed-boundary conditions for the displacements whereas uniqueness is left open.
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– A well-posedness result for damage models with (nonlocal) high-order s-Laplacian is shown in
[21] (see also [22] for vanishing viscosity results in non-smooth settings). Among other results
in that paper, the authors have proven existence of solutions in an energetic formulation and
uniqueness in special situations. Concerning uniqueness in the case of n ∈ {2, 3} dimensions,
the s-Laplacian is assumed to be of higher order than the classical Laplacian.

– Coupled thermoviscoelastic and isothermal damage models incorporating p-Laplacian oper-
ators are analyzed in [37] (see also [38] for the full heat equation including all dissipative
terms and [18] for damage-dependent heat expansion coefficients). In those works homoge-
neous Dirichlet boundary conditions for the displacements are assumed. Uniqueness is shown
in the isothermal case by adopting p > n and by dropping the irreversibility constraint (2a).
Existence results for corresponding rate-independent thermoviscoelastic damage models are
proven in the recent paper [24].

Structure of the paper
Section 2 is devoted to the well-posedness problem of system (1)-(3). We state the precise assump-
tions in Subsection 2.1 and introduce time-discretized and β-regularized approximations of (1)-(3) in
Subsection 2.2. The existence proofs are carried out in Subsection 2.3 firstly for the time-discretized
and then, by a limit analysis, for the time-continuous versions. In the final part of that section, i.e.
in Subsection 2.4, we prove continuous dependence on the initial-boundary data. Then, equipped
with the well-posedness result, we state the announced optimal control problem in Section 3. We
prove existence of optimal controls via β-regularization in Subsection 3.1 and their approximation
by means of an adapted cost functional in Subsection 3.2.

2 Analysis of the evolution inclusions

The approach presented in this work combines two different approximation techniques to obtain
existence of solutions for system (1)-(3): semi-implicit time-discretization and regularization of the
subgradient ξ in (2a). At first we will tackle the existence problem for the time-discrete and regular-
ized system in Lemma 2.7. By passing the discretization fineness to 0, solutions of a time-continuous
regularized system are obtained in Theorem 2.11 (i). In the final step, a further limit passage leads
to solutions of the desired limit system (see Theorem 2.11 (ii)). Then, we conclude this section in
Theorem 2.12 with a uniqueness and continuous dependence result.

2.1 Assumptions and notation

Throughout this work, we adopt the following assumptions:

(A1) Ω ⊆ Rn with n ∈ {1, 2} is a bounded C2-domain. The boundary is denoted by Γ and the
outer unit normal by ν.

(A2) The damage-dependent stiffness tensor satisfies C(·) = c(·)C, where the coefficient function c
is assumed to be in c ∈ C1,1([0, 1];R) and assumed to satisfy

c(x) ≥ 0 for all x ∈ [0, 1].
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Furthermore, we assume a convex-concave decomposition c = c1 + c2 with convex c1 ∈
C1([0, 1];R) and concave c2 ∈ C1([0, 1];R) such that

c′1(0) ≤ 0, c′1(1) ≥ max
s∈[0,1]

−c′2(s) (6a)

c′2(x) ≤ 0 for all x ∈ [0, 1]. (6b)

The 4th order stiffness tensor C ∈ L(Rn×nsym ;Rn×nsym ) is assumed to be symmetric and positive
definite, i.e.

Cijlk = Cjilk = Clkij and e : Ce ≥ η|e|2 for all e ∈ Rn×nsym

with constant η > 0.

(A3) The damage-dependent viscosity tensor satisfies D(·) = d(·)D, where the coefficient function
d satisfies d ∈ C1([0, 1];R) and

d(x) ≥ η > 0 for all x ∈ [0, 1] and fixed η > 0. (7)

The 4th order tensor D is given by D = µC, where µ > 0 is a constant.

(A4) The damage-dependent potential function f is assumed to be in f ∈ C1,1([0, 1];R) and as-
sumed to satisfy

f ′(0) ≤ 0 and f ′(1) ≥ 0. (8)

Remark 2.1 (i) A convex-concave decomposition c = c1 + c2 in (A2) may be given by

c1(r) := c(0) + c′(0)r +

∫ r

0

(∫ s

0
max{c′′(τ), 0}dτ

)
ds,

c2(r) :=

∫ r

0

(∫ s

0
min{c′′(τ), 0} dτ

)
ds,

where c1 has to satisfy (6a). Note that condition (6b) is automatically satisfied here. In par-
ticular, if we choose a convex function for c the conditions in (6) reduce to c′(0) ≤ 0 and
c′(1) ≥ 0 as in (A4).

(ii) The growth assumptions (6) and (8) will guarantee that the values of the damage variable are
in the unit interval. To this end we will adapt the argumentation in [21, Proposition 5.5] to
our situation. In that work the non-negativity of the damage variable is ensured via certain
growth assumptions on the coefficient functions. Then, by taking the irreversibility constraint
into account, i.e. χt ≤ 0, the authors infer χ ∈ [0, 1] in Ω × (0, T ) provided that the initial
value satisfies χ0 ∈ [0, 1] in Ω.

However, in our case, the irreversibility condition χt ≤ 0 is not be ensured in the β-regularization
of system (1)-(3) (see Definition 2.5 (ii) and (iii)). Thus beside χ ≥ 0 we also need to show
χ ≤ 1.

(iii) The non-degeneracy condition (7) prevents the material from complete damage, i.e., even the
maximal damaged parts (the region with χ = 0) exhibit small viscous properties.

(iv) The assumption D = µC in (A3) is needed in the proof of Lemma 2.7 in step 2 in order to
perform a regularity argument based on a transformation. It has already been employed in the
mathematical literature (see [18, 38]).
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Example 2.2 The following example for c and f is covered by Assumptions (A2) and (A4):

c(x) = x2 and f(x) =
1

4ε
(1− x)2

with constant ε > 0. With this choice, the energy functional (4) when replacing 1
2 |∇χ|

2 by ε|∇χ|2
yields the (generalized) Ambrosio-Tortorelli approximation of the corresponding brittle fracture model
(see [1]).

For later use, we define the solution space U × X , where U denotes the space of the displacements
and X the space of the damage evolutions given by

U := H1(0, T ;H2(Ω;Rn)) ∩W 1,∞(0, T ;H1(Ω;Rn)) ∩H2(0, T ;L2(Ω;Rn)),

X := H1(0, T ;H2(Ω)).

The space of boundary controls B is defined as

B := L2(0, T ;H1/2(Γ;Rn)) ∩H1(0, T ;L2(Γ;Rn)).

We also introduce the sets for brevity

Q := Ω× (0, T ), Σ := Γ× (0, T ).

Finally, let us mention that we make frequently use of the standard Young’s inequality

ab ≤ δa2 +
1

4δ
b2 for all a, b ∈ R and all δ > 0

where δ > 0 will be chosen when necessary and we write Cδ := 1
4δ . Moreover, the symbols C, D, η

and δ will denote positive constants throughout this work.

2.2 Notion of solutions

Let us consider two approximations of system (1)-(3): a regularized version where the indicator
function I(−∞,0] in (2a) is replaced by a suitable smooth function Iβ , β ∈ (0, 1), and a time-
discretized version of the regularized system. To this end, we introduce the following regularization:

Definition 2.3 (β-regularization) Let the family of functions {Iβ}β∈(0,1) ⊆ C1,1(R) denote a
regularization of the indicator function I(−∞,0] in the following sense:

(i) Iβ1 ≤ Iβ2 pointwise in R for every β1, β2 ∈ (0, 1) with β1 ≥ β2,

(ii) Iβ ↑ ∞ pointwise in [0,∞) as β ↓ 0,

(iii) Iβ(x) = 0 for all x ≤ 0 and all β ∈ (0, 1),

(iv) I ′′β(x) ≥ 0 for a.e. x ∈ R and all β ∈ (0, 1).

We may also write ξβ := I ′β in the following.
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Remark 2.4 In particular, we may choose the Moreau-Yosida approximation given by (see [39,
Lemma 5.17])

Iβ(x) = inf
y∈R

(
|x− y|2

2β
+ I(−∞,0](y)

)
=

{
0 if x ≤ 0,
1

2βx
2 if x > 0.

Let us mention that also C∞-approximations may be chosen for {Iβ} especially in view of optimality
systems for optimal control problems (see [32, Chapter 5]).

Definition 2.5 (Strong solutions) For system (1)-(3) and their approximations we introduce the
following notion of solutions:

(i) Time-continuous limit system (τ = 0, β = 0).
Let the data (u0, v0, χ0, b, `) be given. A solution of the time-continuous limit system is a pair
of functions (u, χ) ∈ U×X safisfying (1)-(3) in an a.e. sense and for a subgradient ξ ∈ L2(Q).

(ii) Time-continuous β-regularized system (τ = 0, β > 0).
Let the data (u0, v0, χ0, b, `) be given. A solution of the time-continuous β-regularized system
is a pair of functions (u, χ) ∈ U × X with u(0) = u0, ∂tu(0) = v0 and χ(0) = χ0 such that

utt − div
(
C(χ)ε(u) + D(χ)ε(ut)

)
= ` a.e. in Q, (9a)

χt −∆χt −∆χ+ ξβ(χt) +
1

2
C′(χ)ε(u) : ε(u) + f ′(χ) = 0 a.e. in Q, (9b)

χ ∈ [0, 1] a.e. in Q, (9c)(
C(χ)ε(u) + D(χ)ε(ut)

)
· ν = b a.e. on Σ, (9d)

∇(χ+ χt) · ν = 0 a.e. on Σ. (9e)

(iii) Time-discrete β-regularized system (τ, β > 0).
Let {0, τ, 2τ, . . . , T} denote an equidistant partition of [0, T ] with discretization fineness τ :=
T/M and M ∈ N. Furthermore, let the data (u0, u−1, χ0), {bk}k=0,...,M as well as {`k}k=0,...,M

be given. A solution of the time-discrete β-regularized system is a sequence {uk, χk}k=0,...,M of
functions uk ∈ H2(Ω;Rn) and χk ∈ H2(Ω) such that

uk − 2uk−1 + uk−2

τ2
− div

(
C(χk)ε(uk) + D(χk)ε

(uk − uk−1

τ

))
= `k a.e. in Ω, (10a)

χk − χk−1

τ
−∆

χk − χk−1

τ
−∆χk + ξβ

(χk − χk−1

τ

)
+

1

2

(
c′1(χk) + c′2(χk−1)

)
Cε(uk−1) : ε(uk−1) + f ′(χk) = 0 a.e. in Ω, (10b)

χk ∈ [0, 1] a.e. in Ω, (10c)(
C(χk)ε(uk) + D(χk)ε

(uk − uk−1

τ

))
· ν = bk a.e. on Γ, (10d)

∇
(
χk +

χk − χk−1

τ

)
· ν = 0 a.e. on Γ (10e)

for all k = 1, . . . ,M , where c = c1 + c2 denotes the convex-concave decomposition from (A2).
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Remark 2.6 If we assume ∇χ0 · ν = 0 a.e. on Γ we even obtain

∇χ · ν = ∇χt · ν = 0 a.e. on Σ (11)

instead of (3c) or (9e) and for all k = 1, . . . ,M

∇χk · ν = ∇χ
k − χk−1

τ
· ν = 0 a.e. on Γ (12)

instead of (10e).

2.3 Existence of solutions

2.3.1 Existence for the time-discrete regularized system

At first we are going to show existence of time-discrete solution according to Definition 2.5 (iii). Let
τ > 0 and β > 0. To enhance readability, we will mostly omit the subscripts τ and β in ukτ,β and
χkτ,β .

Lemma 2.7 Let the data u0, v0 ∈ H2(Ω;Rn), χ0 ∈ H2(Ω) with χ0 ∈ [0, 1] a.e. in Ω, bk ∈
H1/2(Γ;Rn) and `k ∈ L2(Ω;Rn) for k = 0, . . . ,M be given. Then, there exists a strong solution
{uk, χk}k=0,...,M of the time-discrete system in the sense of Definition 2.5 (iii).

Proof. Starting from the initial values (u0, u−1, χ0) with u−1 := u0− τv0 we are going to construct
{uk, χk}k=0,...,M by a recursive procedure. To this end, we decouple the discrete PDE problem into
two distinct elliptic problems such that χk is obtained from χk−1 and uk−1, while uk is gained from
uk−1, uk−2, χk, bk and `k.

Step 1: establishing equation (10b), (10c) and (10e)

We extend the function c1 to c̃1 ∈ C1(R;R) in the following way

c̃1(x) :=


c1(0) + xc′1(0) if x < 0,

c1(x) if x ∈ [0, 1],

c1(1) + (x− 1)c′1(1) if x > 1,

(13)

For convenience, we write c1 instead of c̃1. The function f is extended in the same fashion as above.
Note that due to Assumptions (A2) and (A4) we have

c1(0) ≤ c1(x) for all x ≤ 0, (14a)
c1(1) + c′2(z) ≤ c1(x) + c′2(z)x for all x ≥ 1, z ∈ [0, 1], (14b)

f(0) ≤ f(x) for all x ≤ 0, (14c)
f(1) ≤ f(x) for all x ≥ 1. (14d)

Let us give a proof for (14b): Consider the elementary estimate

−c′2(z)(x− 1) ≤ max
y∈[0,1]

(−c′2(y))(x− 1)
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holding for all x ≥ 1 and all z ∈ [0, 1]. This is equivalent to

c1(1) + c′2(z) ≤ c1(1) + max
y∈[0,1]

(−c′2(y))(x− 1) + c′2(z)x

Now, taking the condition maxy∈[0,1](−c′2(y)) ≤ c′1(1) from (6a) into account yields the claim

c1(1) + c′2(z) ≤ c1(1) + c′1(1)(x− 1)︸ ︷︷ ︸
=c1(x)

+c′2(z)x.

Let us define the functional F : H1(Ω)→ R by (note that χk−1 ∈ [0, 1] a.e. in Ω)

F(χ) :=

∫
Ω

(1

2
|∇χ|2 +

1

2
c1(χ)Cε(uk−1) : ε(uk−1) +

1

2
c′2(χk−1)χCε(uk−1) : ε(uk−1)

)
dx

+

∫
Ω

(
f(χ) + Iβ

(
(χ− χk−1)τ−1

))
dx+

1

2τ

∫
Ω

∣∣∣(χ− χk−1)τ−1
∣∣∣2 dx

+
1

2τ

∫
Ω

∣∣∣∇(χ− χk−1)τ−1
∣∣∣2 dx

By the direct method in the calculus of variations, we obtain the existence of a minimizer of F ,
which will be denoted by χm. Next, we show that the pointwise truncated function χ#

m := min{χ+
m, 1}

with χ+
m := max{χm, 0} is also a minimizer. The proof below extends the arguments used in [21,

Proposition 5.5] (cf. Remark 2.1).

First of all, observe

1

2
|∇χ#

m|2 ≤
1

2
|∇χm|2,

∣∣∣χ#
m − χk−1

τ

∣∣∣2 ≤ ∣∣∣χm − χk−1

τ

∣∣∣2 (15)

and, by using (14c)-(14d),

f(χ#
m) ≤ f(χm). (16)

Due to χk−1 ∈ [0, 1] and Iβ(x) = 0 for x ≤ 0 and the monotone increasingness of Iβ , it follows

Iβ

(χ#
m − χk−1

τ

)
≤ Iβ

(χm − χk−1

τ

)
. (17)

and by (14a)

c1(χ+
m)Cε(uk−1) : ε(uk−1) ≤ c1(χm)Cε(uk−1) : ε(uk−1). (18)

Because of c′2(χk−1) ≤ 0 (due to (6b) and χk−1 ∈ [0, 1]), we directly obtain

c′2(χk−1)χ+
mCε(uk−1) : ε(uk−1) ≤ c′2(χk−1)χmCε(uk−1) : ε(uk−1). (19)

Adding (18) and (19) yields(
c1(χ+

m) + c′2(χk−1)χ+
m

)
Cε(uk−1) : ε(uk−1)

≤
(
c1(χm) + c′2(χk−1)χm

)
Cε(uk−1) : ε(uk−1). (20)
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Moreover, from (14b) we infer(
c1(χ#

m) + c2(χk−1)χ#
m

)
Cε(uk−1) : ε(uk−1)

≤
(
c1(χ+

m) + c2(χk−1)χ+
m

)
Cε(uk−1) : ε(uk−1). (21)

Combining the estimates (20) and (21), we have(
c1(χ#

m) + c2(χk−1)χ#
m

)
Cε(uk−1) : ε(uk−1)

≤
(
c1(χm) + c2(χk−1)χm

)
Cε(uk−1) : ε(uk−1). (22)

Taking (15), (16), (17) and (22) into account, we end up with F(χ#
m) ≤ F(χm), i.e., χ#

m is also a
minimizer of F .

The Euler-Lagrange equation for the minimizer yields (10b) in a weak form by setting χk := χ#
m.

By noticing that (10b) is a elliptic equation for χk with right hand side in L2(Ω), we conclude
χk ∈ H2(Ω) by elliptic regularity results for homogeneous Neumann problems (see, e.g. [15, Theorem
2.4.2.7] and remember that Γ is a C2-boundary by Assumption (A1)).

Step 2: establishing equation (10a)

Given the functions χk ∈ H2(Ω), uk−1, uk−2 ∈ H2(Ω;Rn), bk ∈ H1/2(Γ;Rn) and `k ∈ L2(Ω;Rn), we
obtain a unique weak solution uk ∈ H1(Ω;Rn) of the linear elliptic system (10a) via the well-known
Lax-Milgram theorem (remember the assumption D = µC from (A3)):∫

Ω

((
τ2c(χk) + τd(χk)µ

)
Cε(u) : ε(ζ) + u · ζ

)
dx

=

∫
Ω

(
τ2`k − τ div

(
d(χk)Dε(uk−1)

)
+ 2uk−1 − uk−2

)
· ζ dx+

∫
Γ
bk · ζ dx (23)

holding for all ζ ∈ H1(Ω;Rn).

Now we use a modification of the regularity argument in [18, Proof of Lemma 4.1] and make use of
the C2-regularity of Γ (see (A1)):
If we consider the test-function ζ =

(
τ2c(χk) + τd(χk)µ

)−1
ϕ where ϕ ∈ H1(Ω;Rn) is another test-

function (remember that c ≥ 0 and d ≥ η > 0, see (A2)-(A3)) the linear elliptic system (23) rewrites
to

a(uk, ϕ) = 〈q, ϕ〉H1 , ϕ ∈ H1(Ω;Rn). (24)

with the bilinear form
a(u, ϕ) :=

∫
Ω
Cε(u) : ε(ϕ) dx

and the right hand side q ∈ H1(Ω;Rn)′ given by

〈q, ϕ〉H1 :=

∫
Ω
R · ϕdx+

∫
Γ
N · ϕdx,

where R and N are defined as

R :=
τ2c′(χk) + τµd′(χk)

τ2c(χk) + τd(χk)µ
∇χk ·Cε(uk) +

τ2`k − τ div
(
d(χk)Dε(uk−1)

)
− uk + 2uk−1 − uk−2

τ2c(χk) + τd(χk)µ
,
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N :=
bk

τ2c(χk) + τd(χk)µ
.

Note that N ∈ H1/2(Γ;Rn) and R ∈ Lp(Ω;Rn) for all p ∈ (1, 2), since ε(uk) ∈ L2(Ω;Rn×n) and
∇χk ∈ Lq(Ω;Rn) for all q ∈ N.

In particular, q ∈ H2−s(Ω;Rn)′ for all s ∈ (1, 3/2). We gain uk ∈ Hs(Ω;Rn) by applying the lower
Sobolev Hs-regularity result from [6, Theorem 3.4.5 (ii)]. This, in turn, implies ε(uk) ∈ L2∗(Ω;Rn)
with the fractional critical exponent given in this case by 2∗ = 2n

n−(s−1)2 > 2 (see, e.g., [33, Theorem
6.7]). We obtain R ∈ L2(Ω;Rn). The H2-regularity result [6, Theorem 3.4.1] applied to the linear
elliptic system (24) shows uk ∈ H2(Ω;Rn). Thus (10a) is shown. �

2.3.2 Existence result for the time-continuous system

The aim of this section is to provide existence of strong solutions in the sense of Definition 2.5 (i) and
(ii). To this end, several a priori estimates for the time-discrete solutions will be established. The
estimates will be used for the time-continuous limit analysis and for the optimal control problem in
Section 3.

We assume that the initial data (u0, v0, χ0) satisfy

u0 ∈ H2(Ω;Rn), (25a)

v0 ∈ H1(Ω;Rn), (25b)

χ0 ∈ H2(Ω) with χ0 ∈ [0, 1] a.e. in Ω and ∇χ0 · ν = 0 a.e. on Γ (25c)

and the external forces (b, `) are assumed to be in the following spaces:

b ∈ L2(0, T ;H1/2(Γ;Rn)) ∩H1(0, T ;L2(Γ;Rn)), ` ∈ L2(0, T ;L2(Ω;Rn)). (26)

For the moment, let us consider some approximations

{v0
λ}λ∈(0,1) ⊆ H2(Ω;Rn),

{bλ}λ∈(0,1) ⊆ C1,1(0, T ;H1/2(Γ;Rn),

{`λ}λ∈(0,1) ⊆ C0,1(0, T ;L2(Ω;Rn))

of the the initial velocity v0 and the external forces b and ` such that (e.g. construction via convo-
lution)

v0
λ → v0 strongly in H1(Ω;Rn), (27a)

bλ → b strongly in L2(0, T ;H1/2(Γ;Rn)) ∩H1(0, T ;L2(Γ;Rn)), (27b)

`λ → ` strongly in L2(0, T ;L2(Ω;Rn)) (27c)

as λ ↓ 0. Let us define the time-discretizations bkτ,λ and `kτ,λ by

bkτ,λ := bλ(τk), `kτ,λ := `λ(τk).
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For a sequence {hk}k=0,...,M where hk ∈ {ukτ,β , χkτ,β , bkτ,λ, `kτ,λ}, we define the piecewise constant and
linear interpolation as

h(t) := hk, h(t) := hk−1, h(t) := hk−2,

h(t) :=
t− (k − 1)τ

τ
hk +

kτ − t
τ

hk−1

 for t ∈ ((k − 1)τ, kτ ]. (28)

The left-continuous and right-continuous piecewise constant interpolation for a given time point t
is denoted by

tτ := τk for τ(k − 1) < t ≤ τk,
tτ := τk for τk ≤ t < τ(k + 1).

For notational convenience, we define the time-discrete velocity field and their interpolations by

vkτ,β :=
ukτ,β − u

k−1
τ,β

τ
for k = 0, . . . ,M and vτ,β , vτ,β, vτ,β by (28). (29)

As a first result, we prove convergence of the discretizations of the given data.

Lemma 2.8 There exist subsequences τk ↓ 0 and λk ↓ 0 as k ↑ ∞ such that

v0
τk
→ v0 strongly in H1(Ω;Rn),

bτk,λk → b strongly in L2(0, T ;H1/2(Γ;Rn)) ∩H1(0, T ;L2(Γ;Rn)),

`τk,λk → ` strongly in L2(0, T ;L2(Ω;Rn))

as k ↑ ∞. For readers’ convenience we set bτk := bτk,λk and `τk := `τk,λk and omit the subscript k.
Then the statement above reads as v0

τ → v0, bτ → b and `τ → ` as τ ↓ 0.

Proof. For every fixed λ > 0, we find

bτ,λ → bλ strongly in L2(0, T ;H1/2(Γ;Rn)) ∩H1(0, T ;L2(Γ;Rn)), (30a)

`τ,λ → `λ strongly in L2(0, T ;L2(Ω;Rn)) (30b)

as τ ↓ 0. Indeed, the first convergence in (30a) follows by exploiting the Lipschitz continuity of bλ ∈
C0,1(0, T ;H1/2(Γ;Rn)). Property (30b) can be proven with a similar argument. The convergence
bτ,λ → bλ in the H1(0, T ;L2(Γ;Rn))-norm follows by the fundamental theorem of calculus for X-
valued functions where X := L2(Γ;Rn) and by the Lipschitz continuity of ∂tbλ ∈ C0,1(0, T ;X):∫ T

0

∥∥∥∂tbτ,λ(t)− ∂tbλ(t)
∥∥∥2

X
dt =

∫ T

0

∥∥∥bλ(tτ )− bλ(tτ )

τ
− ∂tbλ(t)

∥∥∥2

X
dt

=

∫ T

0

∥∥∥1

τ

∫ tτ

tτ

(
∂tbλ(s)− ∂tbλ(t)

)
ds
∥∥∥2

X
dt

≤
∫ T

0

(1

τ

∫ tτ

tτ

∥∥∂tbλ(s)− ∂tbλ(t)
∥∥
X

ds
)2

dt

≤ C
∫ T

0

(1

τ

∫ tτ

tτ

|s− t| ds
)2

dt
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≤ CTτ2.

The claim follows by using the convergences (27), (30) and an “ε/2”-argument. �

Lemma 2.9 (A priori estimates for the time-discrete system) The following a priori esti-
mates hold for strong solutions of the time-discrete system given in Definition 2.5 (iii) (recall that
(29) implies vτ,β = ∂tuτ,β ):

(i) First a priori estimate:
There exists a constant C > 0 which continuously depends on

C = C
(
‖u0‖H1 , ‖v0‖L2 , ‖χ0‖H1 , ‖b‖L2(0,T ;L2(Γ;Rn)), ‖`‖L2(0,T ;L2)

)
(31)

such that for all τ, β > 0

‖uτ,β‖H1(0,T ;H1)∩W 1,∞(0,T ;L2) ≤ C, ‖χτ,β‖H1(0,T ;H1) ≤ C,
‖uτ,β‖L∞(0,T ;H1) ≤ C, ‖χ

τ,β
‖L∞(0,T ;H1) ≤ C,

‖uτ,β‖L∞(0,T ;H1) ≤ C, ‖χτ,β‖L∞(0,T ;H1) ≤ C.

(ii) Second a priori estimate:
There exists a constant D > 0 which continuously depends on

D = D
(
‖u0‖H2 , ‖v0‖H1 , ‖χ0‖H2 , ‖b‖L2(0,T ;H1/2(Γ;Rn))∩H1(0,T ;L2(Γ;Rn)), ‖`‖L2(0,T ;L2)

)
such that for all τ, β > 0

‖uτ,β‖H1(0,T ;H2)∩W 1,∞(0,T ;H1) ≤ D, ‖χτ,β‖H1(0,T ;H2) ≤ D,
‖uτ,β‖L∞(0,T ;H2) ≤ D, ‖χ

τ,β
‖L∞(0,T ;H2) ≤ D,

‖uτ,β‖L∞(0,T ;H2) ≤ D, ‖χτ,β‖L∞(0,T ;H2) ≤ D,
‖vτ,β‖L2(0,T ;H2)∩L∞(0,T ;H1)∩H1(0,T ;L2) ≤ D, ‖ξβ(∂tχτ,β)‖L2(0,T ;L2) ≤ D.

Proof. We will omit the subscript τ and β in the time-discrete solutions.

To (i): In the following, we make use of a combined convex-concave estimate for: A convexity
estimate for c1 and concavity estimate for c2 yield:

c1(χk−1)− c1(χk) ≥ c′1(χk)(χk−1 − χk)
c2(χk−1)− c2(χk) ≥ c′2(χk−1)(χk−1 − χk).

Adding them shows

c(χk−1)− c(χk) =
(
c1(χk−1)− c1(χk)

)
+
(
c2(χk−1)− c2(χk)

)
≥ (c′1(χk) + c′2(χk−1))(χk−1 − χk).
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By using this combined estimate and the positivity of C, it holds

c(χk)Cε(uk) : ε(uk − uk−1)

=
1

2
c(χk)

(
Cε(uk) : ε(uk)−Cε(uk−1) : ε(uk−1) + Cε(uk − uk−1) : ε(uk − uk−1)

)
≥ c(χk)

2
Cε(uk) : ε(uk)− c(χk−1)

2
Cε(uk−1) : ε(uk−1)

+
1

2

(
c(χk−1)− c(χk)

)
Cε(uk−1) : ε(uk−1)

≥ c(χk)

2
Cε(uk) : ε(uk−1)− c(χk−1)

2
Cε(uk−1) : ε(uk−1)

+
1

2

(
c′1(χk) + c′2(χk−1)

)
(χk−1 − χk)Cε(uk−1) : ε(uk−1). (32)

Now, by testing equation (10a) with uk − uk−1, integrating over Ω, summing over the time
index k = 1, . . . , tτ/τ , integrating by parts and using (10d), we obtain (remember that vk =
(uk − uk−1)/τ)

tτ/τ∑
k=1

∫
Ω

(vk − vk−1)vk dx+

tτ/τ∑
k=1

∫
Ω
c(χk)Cε(uk) : ε(uk − uk−1) dx

+

∫ tτ

0

∫
Ω
d(χk)Dε(v) : ε(v) dx ds

=

∫ tτ

0

∫
Ω
` · v dx ds+

∫ tτ

0

∫
Γ
b · v dx ds.

Applying elementary estimates including the convex-concave estimate (32), Korn’s and Young’s
inequality and the trace theorem H1(Ω;Rn) ↪→ L2(Γ;Rn) yield (η, δ, Cδ > 0 are constants)

1

2
‖v(t)‖2L2 −

1

2
‖v0‖2L2 +

∫
Ω

c(χ(t))

2
Cε(u(t)) : ε(u(t)) dx︸ ︷︷ ︸

≥0 by using (A2)

−
∫

Ω

c(χ0)

2
Cε(u0) : ε(u0) dx

+

∫ tτ

0

∫
Ω

1

2

(
c′1(χ) + c′2(χ)

)
(−∂tχ)Cε(u) : ε(u) dx ds+ η‖ε(v)‖2L2(0,tτ ;L2)

≤ Cδ‖`‖2L2(0,tτ ;L2) + Cδ‖b‖2L2(0,tτ ;L2(Γ;Rn)) + δ‖v‖2L2(0,tτ ;H1). (33)

Testing equation (10b) with χk − χk−1, integrating over Ω, summing over the time index
k = 1, . . . , tτ/τ , integrating by parts and using (10e), we obtain

‖∂tχ‖2L2(0,tτ ;L2) + ‖∇∂tχ‖2L2(0,tτ ;L2) +

tτ/τ∑
k=1

∫
Ω
∇χk · ∇(χk − χk−1) dx

+

tτ/τ∑
k=1

∫
Ω
ξβ

(χk − χk−1

τ

)
(χk − χk−1) dx+

∫ tτ

0

∫
Ω

1

2

(
c′1(χ) + c′2(χ)

)
∂tχCε(u) : ε(u) dx ds

+

∫ tτ

0

∫
Ω
f ′(χ)∂tχdx ds
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= 0

By using the monotonicity of ξβ (see Definition 2.3), we get ξβ
(
χk−χk−1

τ

)
(χk − χk−1) ≥ 0.

Together with elementary convexity estimates and Young’s inequality, we find

‖∂tχ‖2L2(0,tτ ;L2) + ‖∇∂tχ‖2L2(0,tτ ;L2) +
1

2
‖∇χ(t)‖2L2 −

1

2
‖∇χ0‖2L2

+

∫ tτ

0

∫
Ω

1

2

(
c′1(χ) + c′2(χ)

)
∂tχCε(u) : ε(u) dx ds

≤ Cδ‖f ′(χ)‖2L2(0,tτ ;L2) + δ‖∂tχ‖2L2(0,tτ ;L2). (34)

Adding (34) and (33), we see that the term∫ tτ

0

∫
Ω

1

2

(
c′1(χ) + c′2(χ)

)
∂tχCε(u) : ε(u) dx ds

cancels out in the calculations and we obtain

‖v(t)‖2L2 + ‖∇χ(t)‖2L2 + ‖ε(v)‖2L2(0,tτ ;L2) + ‖∂tχ‖2L2(0,tτ ;L2) + ‖∇∂tχ‖2L2(0,tτ ;L2)

≤ Cδ
(
‖u0‖2H1 + ‖v0‖2L2 + ‖χ0‖2H1 + ‖`‖2L2(0,tτ ;L2) + ‖b‖2L2(0,tτ ;L2(Γ;Rn)) + ‖f ′(χ)‖2L2(0,tτ ;L2)

)
+ δ
(
‖v‖2L2(0,tτ ;H1) + ‖∂tχ‖2L2(0,tτ ;L2)

)
. (35)

Korn’s inequality yields

‖ε(v)‖2L2(0,tτ ;L2) ≥
1

C
‖v‖2L2(0,tτ ;H1) − ‖v‖

2
L2(0,tτ ;L2).

Now, choosing δ > 0 small and noticing χ ∈ [0, 1] a.e. in Ω× (0, T ), we obtain from (35)

‖v(t)‖2L2 + ‖χ(t)‖2H1 + ‖v‖2L2(0,tτ ;H1) + ‖∂tχ‖2L2(0,tτ ;H1)

≤ C
(
‖u0‖2H1 + ‖v0‖2L2 + ‖χ0‖2H1 + ‖`‖2L2(0,tτ ;L2) + ‖b‖2L2(0,tτ ;L2(Γ;Rn)) + 1

)
+ C

∫ tτ

0
‖v‖2L2 ds.

We end up with the desired estimates in (i) by using a discrete version of Gronwall’s lemma
and

‖u(t)‖2H1 =
∥∥∥u0 +

∫ tτ

0
v ds

∥∥∥2

H1
≤ C

(
‖u0‖2H1 + ‖v‖2L2(0,tτ ;H1)

)
afterwards.

To (ii) – local-in-time result:
At first we are going to show the a priori estimates in (ii) for small time. In the next step
global-in-time estimates will be derived.

Testing equation (10a) with −τ div
(
c(χk)Cε(uk) + d(χk)Dε

(
uk−uk−1

τ

))
, integrating over Ω

in space and summing over the time index k = 1, . . . , tτ/τ , we may write the result in the
following way∫ tτ

0

∫
Ω
−∂tv · div

(
c(χ)Cε(u) + d(χ)Dε(v)

)
dx ds︸ ︷︷ ︸

=:T1
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+

∫ tτ

0

∫
Ω

1

2

∣∣ div
(
c(χ)Cε(u) + d(χ)Dε(v)

)∣∣2 dx ds

+

∫ tτ

0

∫
Ω

1

2

∣∣∣c′(χ)∇χ ·Cε(u) + c(χ) div
(
Cε(u)

)
+ d′(χ)∇χ ·Dε(v) + d(χ) div

(
Dε(v)

)∣∣∣2︸ ︷︷ ︸
=:T2

=

∫ tτ

0

∫
Ω
−` · div

(
c(χ)Cε(u) + d(χ)Dε(v)

)
dx ds︸ ︷︷ ︸

≤Cδ‖`‖2L2(L2)
+δ‖div(c(χ)Cε(u)+d(χ)Dε(v))‖2

L2(L2)

. (36)

Note that the second summand and the third summand, i.e. T2, are identical. The splitting
will simplify the calculations.

Testing equation (10b) with −∆(χk − χk−1), integrating over Ω in space and summing over
k = 1, . . . , tτ/τ , we obtain

−
∫ tτ

0

∫
Ω
∂tχ∆∂tχdx ds︸ ︷︷ ︸

=‖∇∂tχ‖2
L2(L2)

by using (12)

+‖∆∂tχ‖2L2(0,tτ ;L2) +

tτ/τ∑
k=1

∫
Ω

∆χk(∆χk −∆χk−1) dx︸ ︷︷ ︸
≥ 1

2
‖∆χ(t)‖2

L2−
1
2
‖∆χ0‖2

L2

−
∫ tτ

0

∫
Ω
ξβ(∂tχ)∆∂tχdx ds︸ ︷︷ ︸

=:T3

−
∫ tτ

0

∫
Ω

1

2
(c′1(χ) + c′2(χ))Cε(u) : ε(u)∆∂tχdx ds︸ ︷︷ ︸

=:T4

−
∫ tτ

0

∫
Ω
f ′(χ)∆∂tχdx ds︸ ︷︷ ︸

=:T5

= 0. (37)

In the following, we are going to estimate T1, . . . , T7 and conclude the claimed a priori estimates
thereafter:

– To (T1): Integration by parts in space yields

T1 =

∫ tτ

0

∫
Ω
ε(∂tv) : c(χ)Cε(u) dx ds︸ ︷︷ ︸

=:T
(1)
1

+

∫ tτ

0

∫
Ω
ε(∂tv) : d(χ)Dε(v) dx ds︸ ︷︷ ︸

=:T
(2)
1

−
∫ tτ

0

∫
Γ
∂tv ·

((
c(χ)Cε(u) + d(χ)Dε(v)

)
· ν
)

dx ds︸ ︷︷ ︸
=:T

(3)
1

Note that we have no compensating ∂tv -term on the left-hand side of (36). To circumvent
this problem we rewrite the term T

(1)
1 by using the discrete integration by parts formula

in time
N∑
k=1

τ
ak − ak−1

τ
bk = aNbN − a0b0 −

N∑
k=1

τak−1 b
k − bk−1

τ
.
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Together with the Lipschitz continuity of c we find:

T
(1)
1 = −

∫ tτ

0

∫
Ω
ε(v) :

c(χ)Cε(u)− c(χ)Cε(u)

τ
dx ds

+

∫
Ω
ε(v(t)) : c(χ(t))Cε(u(t)) dx−

∫
Ω
ε(v0) : c(χ0)Cε(u0) dx

= −
∫ tτ

0

∫
Ω
ε(v) :

(
c(χ)− c(χ)

)
τ−1Cε(u) dx ds−

∫ tτ

0

∫
Ω
ε(v) : c(χ)Cε(v) dx ds

+

∫
Ω
ε(v(t)) : c(χ(t))Cε(u(t)) dx−

∫
Ω
ε(v0) : c(χ0)Cε(u0) dx

≥ − C(‖c‖L∞ + ‖c′‖L∞)

∫ tτ

0

∫
Ω
|ε(v)|

(
|∂tχ||ε(u)|+ |ε(v)|

)
dx ds︸ ︷︷ ︸

=:T
(1,1)
1

− C‖c‖L∞
∫

Ω
|ε(v(t))||ε(u(t))| dx︸ ︷︷ ︸

=:T
(1,2)
1

−C‖c‖L∞‖ε(v0)‖L2‖ε(u0)‖L2 .

By using Hölder’s and Young’s inequalities and the first a priori estimates, we obtain

T
(1,1)
1 ≤ ‖∂tχ‖L2(0,tτ ;L4)‖ε(v)‖L2(0,tτ ;L4)‖ε(u)‖L∞(0,tτ ;L2)

+ ‖ε(v)‖L2(0,tτ ;L2)‖ε(v)‖L2(0,tτ ;L2)

≤ Cδ + δ‖ε(v)‖2L2(0,tτ ;L4)

and

T
(1,2)
1 ≤ Cδ‖ε(u)‖2L∞(0,tτ ;L2) + δ‖ε(v(t))‖2L2

≤ Cδ + δ‖ε(v(t))‖2L2 .

The term T
(2)
1 estimates as follows:

T
(2)
1 =

∫ tτ

0

∫
Ω

1

2τ
(d(χ)Dε(v) : ε(v)− d(χ)Dε(v) : ε(v)) dx ds

+

∫ tτ

0

∫
Ω

1

2τ
d(χ)Dε(v − v) : ε(v − v) dx ds

=

∫ tτ

0

∫
Ω

1

2τ

(
d(χ)Dε(v) : ε(v)− d(χ)Dε(v) : ε(v)

)
dx ds︸ ︷︷ ︸

=:T
(2,1)
1

+

∫ tτ

0

∫
Ω

1

2τ

(
d(χ)− d(χ)

)
Dε(v) : ε(v) dx ds︸ ︷︷ ︸

=:T
(2,2)
1

+

∫ tτ

0

∫
Ω

1

2τ
d(χ)Dε(v − v) : ε(v − v) dx ds︸ ︷︷ ︸

≥0

.
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For further estimations we make use of the Ladyzhenskaya’s inequality (see [23])

‖w‖L4 ≤ C‖w‖1/2
H1 ‖w‖

1/2
L2 valid for all w ∈ H1(Ω),

which is a special version of Gagliardo-Nirenberg inequality in 2D (see [34]). This inequal-
ity naturally generalizes to Rm-valued Sobolev functions because

‖w‖L4 =

(
m∑
i=1

‖wi‖4L4

)1/4

≤ C

(
m∑
i=1

‖wi‖2H1‖wi‖2L2

)1/4

≤ C

((
m∑
i=1

‖wi‖2H1

)(
m∑
i=1

‖wi‖2L2

))1/4

= C‖w‖1/2
H1 ‖w‖

1/2
L2 (38)

valid for all w = (w1, . . . , wm) ∈ H1(Ω;Rm). By using (38), the boundedness d ≥ η > 0
and the Lipschitz continuity of d (see (A3)), we obtain

T
(2,1)
1 =

tτ/τ∑
k=1

∫
Ω

1

2

(
d(χk)Dε(vk) : ε(vk)− d(χk−1)Dε(vk−1) : ε(vk−1)

)
dx

=

∫
Ω

1

2

(
d(χ)Dε(v(t)) : ε(v(t))− d(χ0)Dε(v0) : ε(v0)

)
dx

≥
∫

Ω

(
η

2
ε(v(t)) : ε(v(t))− 1

2
d(χ0)Dε(v0) : ε(v0)

)
dx,

T
(2,2)
1 ≥ −C

∫ tτ

0

∫
Ω
|∂tχ||ε(v)|2 dx ds

≥ −C
∫ tτ

0
‖∂tχ‖L4‖ε(v)‖L2‖ε(v)‖L4 ds

≥ −δ1

∫ tτ

0
‖∂tχ‖2L4‖ε(v)‖2L2 ds− Cδ1

∫ tτ

0
‖ε(v)‖2L4 ds

≥ −δ1

∫ tτ

0
‖∂tχ‖2H1‖ε(v)‖2L2 ds− Cδ1

∫ tτ

0
‖ε(v)‖L2‖ε(v)‖H1 ds

≥ −δ1

∫ tτ

0
‖∂tχ‖2H1‖ε(v)‖2L2 ds− Cδ1Cδ2‖ε(v)‖2L2(0,tτ ;L2) − Cδ1δ2‖ε(v)‖2L2(0,tτ ;H1).

Note that by choosing δ1 = δ and δ2 = δC−1
δ1

and boundedness of ‖ε(v)‖2
L2(0,tτ ;L2)

by the
first a priori estimates,

T
(2,2)
1 ≥ −δ

∫ tτ

0
‖∂tχ‖2H1‖ε(v)‖2L2 ds− δ‖ε(v)‖2L2(0,tτ ;H1) − Cδ.

The term T
(3)
1 can be treated by using the Neumann condition (10d) and by applying

the discrete integration by parts formula in time

T
(3)
1 = −

∫ tτ

0

∫
Γ
∂tv · bdx ds
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= −
∫ tτ

0

∫
Γ
v · ∂tbdx ds−

∫
Γ
v(t) · b(t) dx+

∫
Γ
v0 · b0 dx

≥ −
∫ tτ

0
‖v‖L2(Γ;Rn)‖∂tb‖L2(Γ;Rn) ds− ‖v(t)‖L2(Γ;Rn)‖b(t)‖L2(Γ;Rn)

− ‖v0‖L2(Γ;Rn)‖b0‖L2(Γ;Rn)

By using the trace theorem H1(Ω;Rn) ↪→ L2(Γ;Rn), we obtain

T
(3)
1 ≥ − 1

2
‖v‖2L2(0,tτ ;H1) −

1

2
‖∂tb‖2L2(0,tτ ;L2(Γ;Rn)) − δ‖v(t)‖2H1 − Cδ‖b(t)‖2L2(Γ;Rn)

− 1

2
‖v0‖2H1 −

1

2
‖b0‖2L2(Γ;Rn)

– To (T2): We estimate T2 by

T2 ≥ η
∫ tτ

0

∫
Ω

∣∣∣d(χ) div
(
Dε(v)

)∣∣∣2 dx ds︸ ︷︷ ︸
=:T

(1)
2

−Cη
∫ tτ

0

∫
Ω

∣∣∣c′(χ)∇χ ·Cε(u)
∣∣∣2 dx ds︸ ︷︷ ︸

=:T
(2)
2

− Cη
(∫ tτ

0

∫
Ω

∣∣∣c(χ) div
(
Cε(u)

)∣∣∣2 dx ds︸ ︷︷ ︸
=:T

(3)
2

+

∫ tτ

0

∫
Ω

∣∣∣d′(χ)∇χ ·Dε(v)
∣∣∣2 dx ds︸ ︷︷ ︸

=:T
(4)
2

)

With the help of the following elliptic regularity estimate which follows from [6, Theorem
3.4.1] (remember that Γ is a C2-boundary by (A1))

‖w‖2H2 ≤ C
(
‖ div(Dε(w))‖2L2 + ‖w‖2H1 + ‖Dε(w) · ν‖2

H1/2(Γ;Rn)

)
,

valid for all w ∈ H2(Ω;Rn), we estimate

T
(1)
2 ≥ η

∫ tτ

0

∫
Ω

∣∣ div(Dε(v))
∣∣2 dx ds

≥ η‖v‖2L2(0,tτ ;H2) − C‖v‖
2
L2(0,tτ ;H1) − C‖Dε(v) · ν‖2

L2(0,tτ ;H1/2(Γ;Rn))

= η‖v‖2L2(0,tτ ;H2) − C‖v‖
2
L2(0,tτ ;H1) − C‖b− c(χ)Cε(u) · ν‖2

L2(0,tτ ;H1/2(Γ;Rn))
.

The usage of the continuous embedding H1(Ω;Rn) ↪→ H1/2(Γ;Rn) and the first a priori
estimates yields

T
(1)
2 ≥ η‖v‖2L2(0,tτ ;H2) − C

(
1 + ‖b‖2

L2(0,tτ ;H1/2(Γ;Rn))
+ ‖c(χ)Cε(u) · ν‖2

L2(0,tτ ;H1/2(Γ;Rn))

)
≥ η‖v‖2L2(0,tτ ;H2) − C

(
1 + ‖b‖2

L2(0,tτ ;H1/2(Γ;Rn))

)
− C

(
‖ε(u)⊗∇χ‖2L2(0,tτ ;L2)︸ ︷︷ ︸

=:T
(1,1)
2

+ ‖∇ε(u)‖2L2(0,tτ ;L2)

)
.

By using Gagliardo-Nirenberg type inequality (38) and the first a priori estimates, we
have

T
(1,1)
2 ≤ C

∫ tτ

0
‖ε(u)‖2L4‖∇χ‖2L4 ds
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≤ C
∫ tτ

0
‖ε(u)‖L2‖ε(u)‖H1‖∇χ‖L2(Ω)‖∇χ‖H1 ds

≤ C‖ε(u)‖L∞(0,tτ ;L2)‖∇χ‖L∞(0,tτ ;L2)

∫ tτ

0
‖ε(u)‖H1‖∇χ‖H1 ds

≤ C
∫ tτ

0

(
‖ε(u)‖2H1 + ‖∇χ‖2H1

)
ds.

In the same fashion, we estimate the other terms as

T
(2)
2 ≤ C

∫ tτ

0

(
‖ε(u)‖2H1 + ‖∇χ‖2H1

)
ds,

T
(3)
2 ≤ C

∫ tτ

0
‖u‖2H2 ds,

T
(4)
2 ≤ C

∫ tτ

0
‖∇χ‖2L4‖ε(v)‖2L4 ds

≤ C
∫ tτ

0
‖∇χ‖L2‖∇χ‖H1‖ε(v)‖L2‖ε(v)‖H1 ds

≤ Cδ
∫ tτ

0
‖ε(v)‖2L2‖∇χ‖2H1 ds+ δ‖ε(v)‖2L2(0,tτ ;H1).

– To (T3): It can be seen by integration by parts and from the definition of Iβ (see Definition
2.3 (iii)-(iv)) that

T3 =

∫ tτ

0

∫
Ω
ξ′β(∂tχ)|∇∂tχ|2 dx ds ≥ 0.

– To (T4): The term T4 can be treated by applying the Gagliardo-Nirenberg type inequality
(38). We obtain

T4 ≥ − δ‖∆∂tχ‖2L2(0,tτ ;L2) − Cδ
∫ tτ

0
‖ε(u)‖4L4 ds

≥ − δ‖∆∂tχ‖2L2(0,tτ ;L2) − Cδ
∫ tτ

0
‖ε(u)‖2L2‖ε(u)‖2H1 ds

≥ − δ‖∆∂tχ‖2L2(0,tτ ;L2) − Cδ‖ε(u)‖2L∞(0,tτ ;L2)‖ε(u)‖2L2(0,tτ ;H1).

– To (T5): We find by Young’s inequality and by boundedness of f ′ on [0, 1] (see (A4)) and
χ ∈ [0, 1]:

T5 ≥ − δ‖∆∂tχ‖2L2(0,tτ ;L2) − Cδ.

In the following we use the estimates (by the fundamental theorem of calculus and Hölder’s
inequality)

‖u(s)‖2H2 =
∥∥∥u0 +

∫ sτ

0
∂tu(ι)dι

∥∥∥2

H2
≤ ‖u0‖2H2 + sτ‖v‖2L2(0,sτ ;H2), (39a)

‖χ‖2H2 ≤ ‖χ0‖2H2 + sτ‖∂tχ‖2L2(0,sτ ;H2). (39b)
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Now we conclude by taking the above estimates as well as the first a priori estimates into
account:

T1 ≥ η‖v(t)‖2H1 −Dδ − δ
(
‖u‖2H1(0,tτ ;H2) + ‖v(t)‖2H1

)
− δ

∫ tτ

0
‖∂tχ(s+ τ)‖2H1‖v(s)‖2H1 ds,

T2 ≥ η‖u‖2H1(0,tτ ;H2) −Dδ − Cδ
∫ tτ

0

(
‖χ‖2H2 + ‖u‖2H1(0,sτ ;H2) + tτ‖v‖2H1‖∂tχ‖2L2(0,sτ ;H2)

)
ds

− δ‖u‖2H1(0,tτ ;H2),

T3 ≥ 0,

T4 ≥ −Dδ − Cδ
∫ tτ

0
‖u‖2H1(0,sτ ;H2) ds− δ‖χ‖2H1(0,tτ ;H2),

T5 ≥ − Cδ − δ‖χ‖2H1(0,tτ ;H2),

where the constant Cδ > 0 continuously depends on (besides δ)

Cδ = Cδ
(
‖u0‖H1 , ‖v0‖L2 , ‖χ0‖H1 , ‖b‖L2(0,T ;L2(Γ;Rn)), ‖`‖L2(0,T ;L2)

)
and the constant Dδ > 0 continuously depends on (besides δ)

Dδ = Dδ

(
‖u0‖H2 , ‖v0‖H1 , ‖χ0‖H2 , ‖b‖L2(0,T ;H1/2(Γ;Rn))∩H1(0,T ;L2(Γ;Rn)), ‖`‖L2(0,T ;L2)

)
.

By adding the identities (36) and (37), using the estimates for T1, . . . , T5 developed above,
using the H2-regularity estimate (see [6, Theorem 3.4.1])

‖w‖2H2 ≤ C
(
‖∆w‖2L2 + ‖w‖2H1

)
valid for all w ∈ H2(Ω) with ∇w · ν = 0 a.e. on Γ

for χ and ∂tχ (note the boundary conditions in (12)) and the first a priori estimates, we obtain

‖v(t)‖2H1 + ‖χ(t)‖2H2 + ‖u‖2H1(0,tτ ;H2) + ‖χ‖2H1(0,tτ ;H2)

+ ‖ div
(
c(χ)Cε(u) + d(χ)Dε(v)

)
‖2L2(0,tτ ;L2)

≤ Dδ + Cδ

∫ tτ

0

(
‖χ‖2H2 + ‖u‖2H1(0,sτ ;H2) + tτ‖v‖2H1‖∂tχ‖2L2(0,sτ ;H2)

)
ds

+ δ
(
‖u‖2H1(0,tτ ;H2) + ‖v(t)‖2H1 + ‖ div

(
c(χ)Cε(u) + d(χ)Dε(v)

))
‖2L2(0,tτ ;L2)

)
+ δ

∫ tτ

0
‖∂tχ(s+ τ)‖2H1‖v(s)‖2H1 ds. (40)

By choosing δ > 0 small, the first δ-term on the right-hand side of (40) can be absorbed by
the left-hand side. Furthermore, for later estimates, δ should also satisfy

δ <
1

8
(
‖∂tχ‖2L2(0,T ;H1)

+ 1
) . (41)

Indeed, the right-hand side is bounded from below by the first a priori estimates.

We infer from the estimates (40) and (41)

αk ≤ Dδ +

k∑
j=1

τγjαj (42)
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with

αk := ‖vk‖2H1 + ‖χk‖2H2 + ‖u‖2H1(0,τk;H2) + ‖χ‖2H1(0,τk;H2),

γk := Cδ +
‖(χk+1 − χk)/τ‖2H1

8(‖∂tχ‖2L2(0,T ;H1)
+ 1)

+ Cδτk‖vk‖2H1 .

In the following, we will choose a time t0 > 0 such that for all small τ > 0 and all k =
1, . . . , (t0)τ/τ :

0 ≤ τγkτ <
1

2
(43)

Indeed, we know by the first a priori estimate that

M∑
k=1

τ‖vk‖2H1 < Ĉ uniformly in τ ,

where Ĉ > 0 denotes the constant C in (31). Thus

τ‖vk‖2H1 < Ĉ uniformly in τ and in k. (44)

Taking (44) into account and choosing

t0 :=
1

4CδĈ
, (45)

we get for all k = 1, . . . , (t0)τ/τ :

τγkτ = τCδ +
τ‖(χk+1 − χk)/τ‖2H1

8
(∑M−1

j=0 τ‖(χj+1 − χj)/τ‖2
H1 + 1

) + τCδ × τk︸︷︷︸
≤(t0)τ≤t0+τ

× ‖vk‖2H1

≤ τCδ +
1

8
+ τCδ(t0 + τ)‖vk‖2H1

= τCδ +
1

8
+
τωkτ

4Ĉ
+ τ2Cδ‖vk‖2H1

≤ τCδ +
1

8
+

1

4
+ τCδĈ

≤ τCδ(1 + Ĉ) +
1

8
+

1

4
.

Consequently, for small τ > 0, estimate (43) is fulfilled.

Finally, by ensuring (43), (42) rewrites in the desired form

αk ≤ Dδ

1− τγk
+

k−1∑
j=1

τ
γj

1− τγk
αj

and, therefore,

αk ≤ Dδ

2
+

k−1∑
j=1

τ
γj

2
αj .
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We are now in a position to apply the discrete version of Gronwall’s lemma in the sum form
(see, e.g., [39, page 26]) and obtain

αk ≤ Dδ

2
e
∑k−1
j=1 τ

γj

2 .

We obtain boundedness of αk uniformly in τ and k = 1, . . . , (t0)τ/τ . Therefore, (ii) is shown
except the boundedness for ‖ξβ(∂tχτ,β)‖L2(0,(t0)τ ;L2). The latter follows by a comparison ar-
gument in (10b).

To (ii) – global-in-time result:

The main observation to obtain global-in-time estimates is that the local estimates above
can not only be performed on the time interval [0, (t0)τ ] but also, with minor modifications,
to each interval [sτ , tτ ] ⊆ [0, T ] such that |t − s| ≤ t0, where t0 > 0 from (45) depends on
quantities which can be bounded globally in time by the first a priori estimates. Thus we find
a t0 > 0 such that the second a priori estimates can be performed on each interval interval
[sτ , tτ ] ⊆ [0, T ] with |t− s| ≤ t0.
To conclude the proof, let

tkτ :=

(
k
t0
2

)
τ

= max
{
jτ
∣∣ j ∈ N such that k

t0
2
≥ τj

}
,

lτ :=
(
t0
)
τ

= min
{
jτ
∣∣ j ∈ N such that t0 ≤ τj

}
.

We define the time intervals

Ikτ := [tkτ , t
k
τ + lτ ] ∩ [0, T ]

for all k = 0, . . . , N with N := dT/(t0/2)e − 1 where d·e denotes the ceiling function.

We apply the local-in-time estimates above to each interval Ikτ and obtain constants C0, . . . , CN >
0 which continuously depend on

Ck = Ck
(
‖uτ,β(tkτ )‖H2 , ‖vτ,β(tkτ )‖H1 , ‖χτ,β(tkτ )‖H2 ,

‖b‖L2(0,T ;H1/2(Γ;Rn))∩H1(0,T ;L2(Γ;Rn)), ‖`‖L2(0,T ;L2)

)
, k = 1, . . . , N

such that for all τ, β > 0 and all k = 1, . . . , N

‖uτ,β‖H1(Ikτ ;H2)∩W 1,∞(Ikτ ;H1) ≤ Ck, ‖χτ,β‖H1(Ikτ ;H2) ≤ Ck,
‖uτ,β‖L∞(Ikτ ;H2) ≤ Ck, ‖χ

τ,β
‖L∞(Ikτ ;H2) ≤ Ck,

‖uτ,β‖L∞(Ikτ ;H2) ≤ Ck, ‖χτ,β‖L∞(Ikτ ;H2) ≤ Ck,
‖vτ,β‖L2(Ikτ ;H2)∩L∞(Ikτ ;H1)∩H1(Ikτ ;L2) ≤ Ck, ‖ξβ(∂tχτ,β)‖L2(Ikτ ;L2) ≤ Ck.

To obtain a global bound, we can argue by induction. We sketch the argument:

Suppose we have given the a priori bound Ck−1 for the time interval Ik−1
τ . By definition, we

find tkτ ∈ Ik−1
τ . Thus

‖uτ,β(tkτ )‖H2 ≤ ‖uτ,β‖L∞(Ik−1
τ ;H2) ≤ Ck−1,
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‖vτ,β(tkτ )‖H1 ≤ ‖vτ,β‖L∞(Ik−1
τ ;H1) ≤ Ck−1,

‖χτ,β(tkτ )‖H2 ≤ ‖χτ,β‖L∞(Ik−1
τ ;H2) ≤ Ck−1.

Consequently, we find an a priori bound C̃k ≥ Ck for the solutions on the interval Ikτ by

C̃k := max
|x|,|y|,|z|≤Ck−1

Ck(x, y, z, ‖b‖L2(0,T ;H1/2(Γ;Rn))∩H1(0,T ;L2(Γ;Rn)), ‖`‖L2(0,T ;L2)).

Note that C̃k does only depend on

C̃k = C̃k
(
‖uτ,β(tk−1

τ )‖H2 , ‖vτ,β(tk−1
τ )‖H1 , ‖χτ,β(tk−1

τ )‖H2 ,

‖b‖L2(0,T ;H1/2(Γ;Rn))∩H1(0,T ;L2(Γ;Rn)), ‖`‖L2(0,T ;L2)

)
.

�

Remarks to the proof of Theorem 2.11

(i) The regularizing term −∆χt in (10b) is needed in order to obtain an H1(H1)-bound for χ
in the first estimate. This, in turn, was particularly necessary to estimate δ in (41) and to
estimate the term T4 in the second estimate.

(ii) In the mathematical literature the elasticity equations (10a) is sometimes tested with the
function −div(Dε(ut)) to gain higher-order estimates for u (see [18, 37, 38]). However, due to
the nonhomogeneous Neumann boundary condition (3c) in our case, it is more convenient to
test with −div

(
c(χ)Cε(u)+d(χ)Dε(ut)

)
since, otherwise, integration by parts in space of the

term −
∫∫

utt · div(Dε(ut)) yields unpleasant terms even after using the boundary condition
(3c) (cf. estimates for T1 in the second estimate).

We perform the limit passage τ ↓ 0 and β ↓ 0 separately in order to show existence of strong
solutions for both cases: namely for β > 0 and β = 0 in Definition 2.5 (i) and (i). The a priori
estimates give rise to the following convergence properties along a suitably chosen subsequence.

Lemma 2.10 (Convergence properties)
There exist limit functions for every β ≥ 0 (we will also write u := u0, χ := χ0)

uβ ∈ H1(0, T ;H2(Ω;Rn)) ∩W 1,∞(0, T ;H1(Ω;Rn)) ∩H2(0, T ;L2(Ω;Rn)),

χβ ∈ H1(0, T ;H2(Ω))

with

uβ(0) = u0 a.e. in Ω, ∂tuβ(0) = v0 a.e. in Ω, χβ(0) = χ0 a.e. in Ω,

uβ = b a.e. on Σ, 0 ≤ χβ ≤ 1 a.e. in Σ

such that

(i) for fixed β > 0 and τ ↓ 0 (along a subsequence):

uτ,β → uβ weakly in H1(0, T ;H2(Ω;Rn)) (46a)
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weakly-star in W 1,∞(0, T ;H1(Ω;Rn)), (46b)

uτ,β, uτ,β → uβ weakly-star in L∞(0, T ;H2(Ω;Rn)), (46c)

uτ,β → uβ strongly in H1(0, T ;H1(Ω;Rn)), (46d)

uτ,β, uτ,β → uβ strongly in L∞(0, T ;H1(Ω;Rn)), (46e)

uτ,β, uτ,β, uτ,β → uβ a.e. in Ω× (0, T ), (46f)

vτ,β → ∂tuβ weakly in H1(0, T ;L2(Ω;Rn)), (46g)

χτ,β → χβ weakly in H1(0, T ;H2(Ω)), (46h)

χτ,β , χτ,β → χβ weakly-star in L∞(0, T ;H2(Ω)), (46i)

χτ,β , χτ,β → χβ strongly in Lµ(0, T ;H1(Ω)) for all µ ≥ 1, (46j)

χτ,β , χτ,β → χβ uniformly on Ω× [0, T ], (46k)

ξβ(∂tχτ,β)→ ξβ(∂tχβ) weakly in L2(0, T ;L2(Ω)), (46l)

(ii) for β ↓ 0 (along a subsequence):

uβ → u weakly in H2(0, T ;L2(Ω;Rn)) ∩H1(0, T ;H2(Ω;Rn)) (47a)

weakly-star in W 1,∞(0, T ;H1(Ω;Rn)), (47b)

uβ → u strongly in H1(0, T ;H1(Ω;Rn)), (47c)
uβ → u a.e. in Ω× (0, T ), (47d)

χβ → χ weakly in H1(0, T ;H2(Ω)), (47e)

χβ → χ strongly in Lµ(0, T ;H1(Ω)) for all µ ≥ 1, (47f)

χβ → χ uniformly on Ω× [0, T ], (47g)

ξβ(∂tχβ)→ ξ weakly in L2(0, T ;L2(Ω)) for a ξ ∈ 2(0, T, L2(Ω))

with ξ ∈ ∂I(−∞,0](∂tχ) a.e. in Ω× (0, T ). (47h)

Proof.

To (i): Properties (46a)-(46c) and (46f)-(46j) can be obtained by standard compact embedding,
whereas (46d), (46e) and (46k) can be obtained by an Aubin-Lions type compactness result
[40] (please note that vτ,β = ∂tuτ,β). It remains to show (46l).

By Lemma 2.9, we find a cluster point ηβ ∈ L2(0, T ;L2(Ω)) such that along a subsequence
τ ↓ 0

ξβ(∂tχτ,β)→ ηβ weakly in L2(0, T ;L2(Ω)). (48)

We have to show ηβ = ξβ(∂tχβ) to finish the proof. To avoid confusion in this proof we will
sometimes write “×” for scalar-scalar/vector-scalar multiplication.

Let ζ ∈ L2(0, T ;H1(Ω)) with ζ ≥ 0 a.e. in Ω × (0, T ) be an arbitrary test-function. Testing
equation (10b) with ∂tχτ,β × ζ and integrating over Ω× (0, T ) in space and time and passing
τ ↓ 0 by using weak lower-semicontinuity properties for the

∫ ∫
|∂tχτ,β |2ζ-term, we obtain

lim inf
τ↓0

∫ T

0

∫
Ω
−ξβ(∂tχτ,β)× ∂tχτ,β × ζ dx ds
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= lim inf
τ↓0

∫ T

0

∫
Ω
|∂tχτ,β |2ζ dx ds (49)

+ lim
τ↓0

∫ T

0

∫
Ω

(
∇χτ,β +∇∂tχτ,β

)
·
(
∇∂tχτ,β × ζ +∇ζ × ∂tχτ,β

)
dx ds

+ lim
τ↓0

∫ T

0

∫
Ω

(
1

2
c′(χτ,β)ε(uτ,β) : ε(uτ,β) + f ′(χτ,β)

)
∂tχτ,β × ζ dx ds

≥
∫ T

0

∫
Ω
|∂tχτ |2ζ dx ds+

∫ T

0

∫
Ω

(
∇χβ +∇∂tχβ

)
·
(
∇∂tχβ × ζ +∇ζ × ∂tχβ

)
dx ds

+

∫ T

0

∫
Ω

(1

2
c′(χβ)ε(uβ) : ε(uβ) + f ′(χβ)

)
∂tχβ × ζ dx ds

=

∫ T

0

∫
Ω

(
∂tχβ −∆χβ −∆∂tχβ +

1

2
c′(χβ)ε(uβ) : ε(uβ) + f ′(χβ)

)
∂tχβ × ζ dx ds. (50)

Note that we also get

−ηβ = ∂tχβ −∆χβ −∆∂tχβ +
1

2
c′(χβ)ε(uβ) : ε(uβ) + f ′(χβ) a.e. in Ω× (0, T )

by performing a limit passage τ ↓ 0 in (10b) after testing with a function, integrating and
using (48). In combination with (50), we find

lim inf
τ↓0

∫ T

0

∫
Ω
−ξβ(∂tχτ,β)× ∂tχτ,β × ζ dx ds ≥

∫ T

0

∫
Ω
−ηβ × ∂tχβ × ζ dx ds. (51)

By the convexity of the potential Iβ (see Definition 2.3), we obtain a.e. in Ω× (0, T ):

Iβ(∂tχτ,β) + ξβ(∂tχτ,β)× (ϕ− ∂tχτ,β) ≤ Iβ(ϕ) for all ϕ ∈ R.

Multiplying this inequality with a test-function ζ(x, t) with ζ ∈ L2(0, T ;H1(Ω)) and ζ ≥ 0
a.e. in Ω× (0, T ) and integrating over Ω× (0, T ), we obtain∫ T

0

∫
Ω
Iβ(∂tχτ,β)× ζ dx ds+

∫ T

0

∫
Ω
ξβ(∂tχτ,β)× (ϕ− ∂tχτ,β)× ζ dx ds

≤
∫ T

0

∫
Ω
Iβ(ϕ)× ζ dx ds.

By using weak lower-semicontinuity of
∫ ∫

Iβ(·)ζ in the limit passage τ ↓ 0 and the estimate
(51), we find∫ T

0

∫
Ω
Iβ(∂tχβ)× ζ dx ds+

∫ T

0

∫
Ω
ηβ × (ϕ− ∂tχβ)× ζ dx ds ≤

∫ T

0

∫
Ω
Iβ(ϕ)× ζ dx ds.

(52)

Since the non-negative test-function ζ can be chosen arbitrary, we obtain

Iβ(∂tχβ) + ηβ × (ϕ− ∂tχβ) ≤ Iβ(ϕ) for all ζ ∈ R

a.e. in Ω× (0, T ). In other words ηβ = ξβ(∂tχβ) a.e. in Ω× (0, T ).
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To (ii): Since the a priori estimates in Lemma 2.9 are also independent of β, we obtain an
analogous result for the limit case β ↓ 0.

It remains to pass to the limit β ↓ 0 in (52). Due to the fact that Iβ(∂tχβ) × ζ ≥ 0 a.e. in
Ω× (0, T ) and Iβ(ϕ) = 0 for ϕ ≤ 0, we obtain from (52) for ϕ ≤ 0∫ T

0

∫
Ω
ξβ(∂tχβ)× (ϕ− ∂tχβ)× ζ dx ds ≤ 0.

Passing to β ↓ 0 (for a subsequence) by using (with same reasoning as (51))

lim inf
τ↓0

∫ T

0

∫
Ω
−ξβ(∂tχβ)× ∂tχβ × ζ dx ds ≥

∫ T

0

∫
Ω
−η × ∂tχ× ζ dx ds,

where η ∈ L2(0, T ;L2(Ω)) denotes a weak cluster point of {ξβ(∂tχβ)}, and switching to an
a.e. formulation (remember that ζ is a freely chosen non-negative test-function) yield

η × (ϕ− ∂tχ) ≤ 0 a.e. in Ω× (0, T ).

Finally, it remains to show ∂tχ ≤ 0 to conclude ξ ∈ ∂I(−∞,0](∂tχ) a.e. in Ω × (0, T ). Indeed,
testing (52) with ζ ≡ 1 and ϕ = 0 and using the already known a priori bounds yield∫ T

0

∫
Ω
Iβ(∂tχβ) dx ds ≤ C, (53)

where C > 0 is independent of β. Now, let η ∈ (0, 1) be arbitrary given. By Definition 2.3
(i) we obtain Iβ ≥ Iη pointwise in R for all β with 0 < β ≤ η. By using this estimate, the
lower-semicontinuity of

∫ T
0

∫
Ω Iη(·) and the weak convergence property (47e), we find

lim inf
β↓0

∫ T

0

∫
Ω
Iβ(∂tχβ) dx ds ≥ lim inf

β↓0

∫ T

0

∫
Ω
Iη(∂tχβ) dx ds ≥

∫ T

0

∫
Ω
Iη(∂tχ) dx ds.

Together with (53), we obtain for every η ∈ (0, 1)∫ T

0

∫
Ω
Iη(∂tχ) dx ds ≤ C.

Thus, from property (ii) in Definition 2.3, we infer ∂tχ ≤ 0 a.e. in Ω× (0, T ). �

Theorem 2.11 Let the Assumptions (A1)-(A4) be satisfied and the data (u0, v0, χ0, b, `) from (25)
and (26) be given. The following statements are true:

(i) Regularized case (β > 0): There exists a strong global-in-time solution (uβ, χβ) in the sense of
Definition 2.5 (ii) which satisfies (11).

(ii) Limit case (β = 0): There exists a strong global-in-time solution (u, χ) in the sense of Defini-
tion 2.5 (i). which satisfies (11).
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Proof.

To (i): By multiplying the systems (10a), (10b), (10d) and (10e) with test-functions, integrating
over space and time, we may pass to the limit τ ↓ 0 for fixed β > 0 by utilizing Lemma 2.8 and
Lemma 2.10 (i) and standard convergence arguments. Then, switching back to an (x, t)-a.e.
formulation, we obtain a strong solution of system (1)-(3).

To (ii): The transition β ↓ 0 can be conducted as in (i) by utilizing Lemma 2.10 (ii). �

2.4 Continuous dependence on the data

We are going to show continuous dependence on the data of strong solutions of the PDE system
given in Definition 2.5 (i) and (ii).

Theorem 2.12 (Continuous dependence) Let the Assumptions (A1)-(A4) be satisfied. More-
over, assume that d ≡ 1 in (A3) and one of the following condition:

� Let (u1, χ1) and (u2, χ2) be both strong solutions according to Definition 2.5 (ii) (for β > 0)
with data (u0

1, v
0
1, χ

0
1, b1, `1) and (u0

2, v
0
2, χ

0
2, b2, `2).

� Let (u1, χ1) and (u2, χ2) be both strong solutions according to Definition 2.5 (i) (for β = 0)
with data (u0

1, v
0
1, χ

0
1, b1, `1) and (u0

2, v
0
2, χ

0
2, b2, `2).

Then,

‖u1 − u2‖W 1,∞(0,T ;L2)∩H1(0,T ;H1) + ‖χ1 − χ2‖H1(0,T ;H1)

≤ C
(
‖u0

1 − u0
2‖H1 + ‖v0

1 − v0
2‖L2 + ‖χ0

1 − χ0
2‖H1 + ‖`1 − `2‖L2(0,T ;L2) + ‖b1 − b2‖L2(0,T ;L2(Γ;Rn))

)
,

(54)

where the constant C > 0 continuously depends on

C = C
(
‖u1‖U , ‖u2‖U , ‖χ1‖X , ‖χ2‖X

)
.

Proof. For notational convenience, define

u := u1 − u2, χ := χ1 − χ2, u0 := u0
1 − u0

2,

v0 := v0
1 − v0

2, χ0 := χ0
1 − χ0

2, b := b1 − b2,
` := `1 − `2.

Let t ∈ [0, T ] be arbitrary. Firstly, testing the damage equation (1b) for each solution with χt,
subtracting the resulting equations and integrating over Ω× (0, t), we obtain∫ t

0

∫
Ω

(
|χt|2 +∇χ · ∇χt + |∇χt|2 +

1

2
c′(χ1)

(
Cε(u1) : ε(u1)−Cε(u2) : ε(u2)

)
χt

)
dx ds
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+

∫ t

0

∫
Ω

(1

2

(
c′(χ1)− c′(χ2)

)
Cε(u2) : ε(u2)χt + (f ′(χ1)− f ′(χ2))χt + (ξ1 − ξ2)χt

)
dx ds

= 0. (55)

By assumption, we know

ξi ∈ ∂I(−∞,0](∂tχi), i = 1, 2 if β = 0,

ξi = I ′β(∂tχi), i = 1, 2 if β > 0.

It follows from the monotonicity of ∂I(−∞,0] and I ′β (see Definition 2.3), respectively, that

(ξ1 − ξ2)χt = (ξ1 − ξ2)(χ1 − χ2)t ≥ 0.

Therefore, by (55),

‖χt‖2L2(0,t;H1) +
1

2
‖∇χ(t)‖2L2 −

1

2
‖∇χ0‖2L2

≤ −
∫ t

0

∫
Ω

1

2
c′(χ1)Cε(u) : ε(u1 + u2)χt dx ds︸ ︷︷ ︸

=:T1

−
∫ t

0

∫
Ω

1

2
(c′(χ1)− c′(χ2))Cε(u2) : ε(u2)χt dx ds︸ ︷︷ ︸

=:T2

−
∫ t

0

∫
Ω

(f ′(χ1)− f ′(χ2))χt dx ds︸ ︷︷ ︸
=:T3

. (56)

By using Hölder’s and Young’s inequalities as well as standard Sobolev embeddings, Lipschitz
continuity of c′ (see (A2)) and Lipschitz continuity of f ′ (see (A3), we find

T1 ≤ C‖ε(u1 + u2)‖L∞(0,t;L4)

∫ t

0
‖ε(u)‖L2‖χt‖L4 ds

≤ δ‖χt‖2L2(0,t;H1) + Cδ‖ε(u)‖2L2(0,t;L2),

T2 ≤ C‖c′‖Lip‖ε(u2)‖2L∞(0,t;L4)

∫ t

0
‖χ‖L4‖χt‖L4 ds

≤ δ‖χt‖2L2(0,t;H1) + Cδ‖χ‖2L2(0,t;H1),

T3 ≤ ‖f ′‖Lip
∫ t

0
‖χ‖L2‖χt‖L2 ds

≤ δ‖χt‖2L2(0,t;L2) + Cδ‖χ‖2L2(0,t;L2).

Applying the estimates for T1, T2 and T3 to (56), we obtain

‖χt‖2L2(0,t;H1) + ‖∇χ(t)‖2L2 ≤ Cδ
(
‖χ0‖2H1 + ‖χ‖2L2(0,t;H1) + ‖u‖2L2(0,t;H1)

)
+ δ‖χt‖2L2(0,t;H1). (57)

Secondly, we test each of the corresponding elasticity equations (1a) for u1 and u2 with ut and
obtain by subtraction and integration over Ω× (0, t):∫ t

0

∫
Ω

(
uttut + c(χ1)Cε(u) : ε(ut) + (c(χ1)− c(χ2))Cε(u2) : ε(ut) + Dε(ut) : ε(ut)

)
dx ds
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=

∫ t

0

∫
Γ
b · ut dx ds+

∫ t

0

∫
Ω
` · ut dx ds.

This implies

1

2
‖ut(t)‖2L2 −

1

2
‖v0‖2L2 + η‖ε(ut)‖2L2(0,t;L2)

≤ −
∫ t

0

∫
Ω
c(χ1)Cε(u) : ε(ut) dx ds︸ ︷︷ ︸

=:T4

−
∫ t

0

∫
Ω

(c(χ1)− c(χ2))Cε(u2) : ε(ut) dx ds︸ ︷︷ ︸
=:T5

+

∫ t

0

∫
Γ
b · ut dx ds︸ ︷︷ ︸
=:T6

+

∫ t

0

∫
Ω
` · ut dx ds︸ ︷︷ ︸
=:T7

(58)

Standard estimates yield

T4 ≤ δ‖ε(ut)‖2L2(0,t;L2) + Cδ‖ε(u)‖2L2(0,t;L2)

≤ δ‖ut‖2L2(0,t;H1) + Cδ‖u‖2L2(0,t;H1),

T5 ≤ C‖χ‖L2(0,t;L3)‖ε(u2)‖L∞(L6)‖ε(ut)‖L2(0,t;L2)

≤ δ‖ut‖2L2(0,t;H1) + Cδ‖χ‖2L2(0,t;H1),

T6 ≤ δ‖ut‖2L2(0,t;L2(Γ;Rn)) + Cδ‖b‖2L2(0,t;L2(Γ;Rn))

≤ δ‖ut‖2L2(0,t;H1) + Cδ‖b‖2L2(0,t;L2(Γ;Rn)),

T7 ≤
1

2
‖ut‖2L2(0,t;L2) +

1

2
‖`‖2L2(0,t;L2).

Applying the estimates T4, T5, T6 and T7 to (58) shows

‖ut(t)‖2L2 + ‖ε(ut)‖2L2(0,t;L2)

≤ Cδ
(
‖v0‖2L2 + ‖u‖2H1(0,t;L2) + ‖u‖2L2(0,t;H1) + ‖χ‖2L2(0,t;H1) + ‖`‖2L2(0,t;L2)

)
+ Cδ‖b‖2L2(0,t;L2(Γ;Rn)) + δ‖u‖2H1(0,t;H1). (59)

Adding (57) and (59), we obtain

‖ε(ut)‖2L2(0,t;L2) + ‖χt‖2L2(0,t;H1) + ‖ut(t)‖2L2 + ‖∇χ(t)‖2L2

≤ Cδ
(
‖v0‖2L2 + ‖χ0‖2H1 + ‖χ‖2L2(0,t;H1) + ‖u‖2H1(0,t;L2) + ‖u‖2L2(0,t;H1)

)
+ Cδ

(
‖`‖2L2(0,t;L2) + ‖b‖2L2(0,t;L2(Γ;Rn))

)
+ δ
(
‖u‖2H1(0,t;H1) + ‖χt‖2L2(0,t;H1)

)
. (60)

Now, adding ‖u‖2L2(0,t;H1) + ‖ut‖2L2(0,t;L2) on both sides and using

‖χ(t)‖2L2 = ‖χ0 +

∫ t

0
χt(s) ds‖2L2 ≤ C

(
‖χ0‖2L2 + ‖χt‖2L2(0,t;L2)

)
.

and Korn’s inequality
‖w‖H1 ≤ C

(
‖w‖2L2 + ‖ε(w)‖2L2

)
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holding for all w ∈ H1(Ω;Rn), the estimate (60) becomes

‖u‖2H1(0,t;H1) + ‖χt‖2L2(0,t;H1) + ‖ut(t)‖2L2 + ‖χ(t)‖2H1

≤ Cδ
(
‖v0‖2L2 + ‖χ0‖2H1 + ‖χ‖2L2(0,t;H1) + ‖u‖2H1(0,t;L2) + ‖u‖2L2(0,t;H1)

)
+ Cδ

(
‖`‖2L2(0,t;L2) + ‖b‖2L2(0,t;L2(Γ;Rn))

)
+ δ
(
‖u‖2H1(0,t;H1) + ‖χt‖2L2(0,t;H1)

)
.

By choosing δ > 0 small and noticing

‖u‖2L2(0,t;H1) ≤ C
(
‖u0‖2H1 +

∫ t

0
‖ut‖2L2(0,s;H1) ds

)
,

we get

‖u‖2H1(0,t;H1) + ‖χt‖2L2(0,t;H1) + ‖ut(t)‖2L2 + ‖χ(t)‖2H1

≤ C
(
‖u0‖2H1 + ‖v0‖2L2 + ‖χ0‖2H1 + ‖`‖2L2(0,t;L2) + ‖b‖2L2(0,t;L2(Γ;Rn))

)
+ C

∫ t

0

(
‖ut‖2L2 + ‖ut‖2L2(0,s;H1) + ‖χ‖2H1

)
ds.

The claim follows by Gronwall’s lemma. �

The continuous dependence result in Theorem 2.12 as well as the a priori estimates in Lemma
2.9 yield the following corollaries.

Corollary 2.13 (Uniqueness) Strong solutions in the sense of Definition 2.5 (i) or (ii) with con-
stant viscosity D are unique to given initial-boundary data (u0, v0, χ0, b, `).

Corollary 2.14 (A priori estimates) A strong solution (u, χ) ∈ U × X for the system in Defi-
nition 2.5 (i) or (ii) with constant viscosity D and given data (u0, v0, χ0, b, `) satisfies the a priori
estimates

‖u‖U ≤ C, ‖χ‖X ≤ C, ‖ξ‖L2(Ω×(0,T )) ≤ C,

where the constant C > 0 continuously depends on

C = C
(
‖u0‖H2 , ‖v0‖H1 , ‖χ0‖H2 , ‖b‖L2(0,T ;H1/2(Γ;Rn))∩H1(0,T ;L2(Γ;Rn)), ‖`‖L2(0,T ;L2)

)
.

3 Optimal control problem

In this section we establish the announced optimal control problem for the damage-elasticity system
(1)-(3). From now on, we assume for the viscosity tensor D = D, i.e. d ≡ 1, in order to apply the
well-posedness result from the last section.

Let U , X and B be given as in Section 2.1. Our aim is to approximate with χ prescribed damage
profiles by controlling the Neumann boundary data b ∈ B for the stress tensor σ in (3b). The cost
functionals measures the deviation from the prescribed profiles at the final time or/and at all time
during the evolution in an L∞-norm. We make the following assumptions:
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(O1) We assume that λQ, λΩ and λΣ are given non-negative constants which do not all vanish.

(O2) The target damage profiles are given by

χQ ∈ L∞(Q), χT ∈ L∞(Ω).

(O3) The admissible set of controls Badm ⊆ B is assumed to be non-empty, closed and bounded.

Remark 3.1 A typical choice for Badm would be

Badm =
{
b ∈ B | bmin ≤ b ≤ bmax a.e. in Σ and ‖b‖B ≤M

}
,

where M ∈ (0,∞) denotes the maximal B-cost and bmin, bmax ∈ B the minimal and maximal cost
functions satisfying bmin ≤ bmax a.e. in Σ.

We define the following tracking type objective functional

J (χ, b) :=
λQ
2
‖χ− χQ‖L∞(Q) +

λΩ

2
‖χ(T )− χT ‖L∞(Ω) +

λΣ

2
‖b‖2L2(Σ;Rn), (61)

where our overall optimization problem reads as

minimize J (χ, b) over X × Badm
s.t. the PDE system in Definition 2.5 (i) is satisfied for an u ∈ U .

}
(P0)

Remark 3.2 Let us emphasize that we may also choose ‖ · ‖2L2-terms instead of the ‖ · ‖L∞-terms
in the cost functional (61). The existence results presented in this section work for both cases.

We recall that the system (1)-(3) is an initial-boundary value problem, which admits by Theorem
2.11 and Corollary 2.13 for every (u0, v0, χ0, b, `) satisfying (25) and (26) a unique solution (u, χ) ∈
U × X in the sense of Definition 2.5 (i). Hence, the solution operator

Ψ0 : I → O, (u0, v0, χ0, b, `) 7→ (u, χ)

with

I :=
{

(u0, v0, χ0, `, b) | satisfying (25) and (26)
}
,

O := U × X

is well-defined. Moreover, for fixed data (u0, v0, χ0, `) the control-to-state operator

S0 : Badm → O, b 7→ (u, χ)

is also well-defined, and the optimal control problem (P0) is equivalent to minimize the reduced cost
functional

j(b) := J (S0|2(b), b)

over Badm, where S0|2 denotes the second component of S0, i.e. S0 = (S0|1, S0|2).

For β ∈ (0, 1), let us denote by Sβ the operator mapping the control b ∈ Badm into the unique
solution (uβ, χβ) ∈ O to the β-regularized problem in Definition 2.5 (ii).

Remark 3.3 In view of the continuous dependence result in Theorem 2.12 the operators Ψ0 and S0

are well-posed in a larger target space
(
W 1,∞(0, T ;L2(Ω;Rn))∩H1(0, T ;H1(Ω;Rn))

)
×H1(0, T ;H1(Ω)),

which contains the space O. This fact is important for the sensitivity analysis of these operators. But
in this section, we are interested only in existence of optimal controls, so this result is not needed.
The sensitivity analysis which also establishes the optimality conditions of first-order will be treated
in a forthcoming paper.
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3.1 Existence of optimal controls to (P0) via β-regularization

The following lemma is the basis for the main result in this section.

Lemma 3.4 We have the following continuity properties:

For a given sequence {bβ}β∈(0,1) ⊆ B and b ∈ B with

bβ → b weakly in B as β ↓ 0, (62)

it holds

Sβ(bβ)→ S0(b) weakly-star in O as β ↓ 0, (63a)

Sη(bβ)→ Sη(b) weakly-star in O as β ↓ 0 for every η ∈ (0, 1), (63b)

S0(bβ)→ S0(b) weakly-star in O as β ↓ 0. (63c)

Proof. Let (uβ, χβ) = Sβ(bβ). Then, (uβ, χβ) is a solution to the β-regularized system in the sense
of Definition 2.5 (ii) with Neumann data bβ . Since {bβ} ⊆ B is bounded by (62), we obtain the a
priori estimates from Corollary 2.14. In particular,

Sβ(bβ)→ (u, χ) weakly-star in O as β ↓ 0 (for a subsequence).

for some (u, χ) ∈ O.

We see from the proof of Lemma 2.10 that the convergence properties in Lemma 2.10 (ii) hold for
a subsequence β ↓ 0. By using these convergence properties as well as (62), we can pass to the limit
for a subsequence in the β-regularized PDE system (9a)-(9e) (cf. proof of Theorem 2.11). We obtain
that (u, χ) satisfies the limit system in Definition 2.5 (i) to the Neumann data b. In other words,
S0(b) = (u, χ). By uniqueness of solutions shown in Corollary 2.13, we see that Sβ(bβ) convergences
weakly-star to (u, χ) for the whole sequence β ↓ 0. Hence, (63a) is shown and (63b) and (63c) follow
with the same reasoning. �

Corollary 3.5 We also have the property

lim
β↓0
J (Sβ|2(b), b) = J (S0|2(b), b)

for all b ∈ Badm.

Proof. Set bβ := b and apply Lemma 3.4. In particular, (63a) implies

Sβ|2(b)→ S0|2(b) weakly-star in X as β ↓ 0.

Define χβ := Sβ|2(b) and χ := S0|2(b). A standard compactness result shows (see [40])

χβ → χ strongly in C0(Q) as β ↓ 0

and the claim follows. �
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Theorem 3.6 Suppose that Assumptions (A1)-(A4) as well as (O1)-(O3) are satisfied. Then the
optimal control problem (P0) admits a solution.

Before proving Theorem 3.6, we introduce a family of auxilliary optimal control problems (Pβ),
which are parametrized by β ∈ (0, 1). For β ∈ (0, 1), let us denote by Sβ the operator mapping the
control b ∈ Badm into the unique solution (uβ, χβ) ∈ O to the regularized problem in Definition 2.5
(ii). We define

minimize J (χ, b) over X × Badm
s.t. the β-regularized PDE system in Definition 2.5 (ii) is satisfied.

}
(Pβ)

The following result guarantees the existence of an optimal control to (Pβ).

Lemma 3.7 Suppose that the Assumptions (A1)-(A4) as well as (O1)-(O3) are fulfilled. Let β > 0
be given. Then the optimal control problem (Pβ) admits a solution.

Proof. Let {bn}n∈N ⊆ Badm be a minimizing sequence for (Pβ), and let (unβ, χ
n
β) = Sβ(bn), n ∈ N. By

the boundedness and closedness of Badm (see (O3)), we find a function b ∈ Badm and a subsequence
of {bn} (we omit the subscript) such that

bn → b weakly in B as n ↑ ∞.

Lemma 3.4 yields
Sβ(bn)→ Sβ(b) weakly-star in O as n ↑ ∞.

Let (uβ, χβ) := Sβ(b). We particularly find

χnβ = Sβ|2(bn)→ Sβ|2(b) = χβ weakly-star in X as n ↑ ∞.

A standard compact result reveals

χnβ → χβ strongly in C0(Q) as n ↑ ∞.

It follows from the sequentially weak lower semicontinuity of the cost functional J that b is an
optimal control for (Pβ), i.e.

J(χβ, bβ) ≤ lim inf
n↑∞

J(χnβ, b
n
β).

�

Proof of Theorem 3.6. By virtue of Lemma 3.7, for any β ∈ (0, 1), we may pick an optimality
pair

(χβ, bβ) ∈ X × Badm
for the optimal control problem (Pβ). Obviously, we have (uβ, χβ) = Sβ(bβ), β ∈ (0, 1). By the
assumption (O3) and Lemma 3.4, we find functions (u, χ) ∈ O and b ∈ Badm with S0(b) = (u, χ)
such that

(uβ, χβ)→ (u, χ) weakly-star in O, (64a)

bβ → b weakly in B (64b)
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as β ↓ 0 (for a subsequence).

It remains to show that (χ, b) is in fact an optimality pair of (P0). To this end, let b ∈ Badm be
arbitrary. In view of the convergence properties (64) and the sequentially weak lower semicontinuity
of the cost functional, we have

J (χ, b) ≤ lim inf
β↓0

J (χβ, bβ) = lim inf
β↓0

J (Sβ|2(bβ), bβ).

By using the optimality property of (Pβ), we obtain

lim inf
β↓0

J (Sβ|2(bβ), bβ) ≤ lim inf
β↓0

J (Sβ|2(b), b).

Finally, the convergence property in Corollary 3.5 shows

lim inf
β↓0

J (Sβ|2(b), b) = J (S0|2(b), b).

In conclusion, we have proven J (S0|2(b), b) ≤ J (S0|2(b), b). �

Remark 3.8 Theorem 3.6 can also be shown in the spirit of Lemma 3.7. However, the proof pre-
sented via convergence of β-approximations might be of interest in view of the implementation of
optimality systems.

3.2 An adapted optimal control problem to (P0)

Theorem 3.6 does not yield any information on whether every solution to the optimal control
problem (P0) can be approximated by a sequence of solutions to the problem (Pβ). Such a result is
also called global result. However, we can give a local answer for every individual optimizer of (P0).
For this purpose, we employ a trick due to [2].

To this end, let ((u, χ), b) ∈ O × Badm, where (u, χ) = S0(b), be an arbitrary but fixed solution to
(P0). We associate with this solution the adapted cost functional

J̃ (χ, b) := J (χ, b) +
1

2
‖b− b‖2L2(Σ;Rn)

and the corresponding adapted optimal control problem

minimize J̃ (χ, b) over X × Badm
s.t. the β-regularized PDE system in Definition 2.5 (ii) is satisfied.

}
(P̃β)

With a proof that resembles that of Lemma 3.7 and needs no repetition here, we can show the
following result:

Lemma 3.9 Suppose that the Assumptions (A1)-(A4) as well as (O1)-(O3) are fulfilled. Let β ∈
(0, 1) be given. Then, the optimal control problem (P̃β) admits a solution.

We are now in the position to give a partial answer to the question raised above. More precisely, we
show the following theorem:
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Theorem 3.10 Let the Assumptions (A1)-(A4) and (O1)-(O3) be satisfied. Suppose that (χ, b) ∈
X×Badm is any fixed solution to the optimal control problem (P0). Then, there exists a pair (χβ, bβ) ∈
X × Badm solving the adapted problem (P̃β) such that J̃ (χβ, bβ)→ J (χ, b) as β ↓ 0.

Proof. For every β ∈ (0, 1) we pick an optimal pair (χβ, bβ) ∈ X × Badm for the adapted problem
(P̃β). By the boundedness and closedness of Badm (see (O3)), there exists a b ∈ Badm satisfying

bβ → b weakly in B as β ↓ 0. (65)

Owing to Lemma 3.4 we find

(uβ, χβ) = Sβ(bβ)→ S0(b) =: (u, χ) weakly-star in O as β ↓ 0.

and, particularly,

χβ → χ strongly in C0(Q) as β ↓ 0. (66)

We now aim to prove that b = b. Once this is shown, we can infer from the unique solvability of the
state system (see Theorem 2.12) that also (u, χ) = (u, χ).

Indeed, we have, owing to (65), (66), the sequentially weak lower semicontinuity of J̃ , and the
optimality property of (χ, b) for problem (P0),

lim inf
β↓0

J̃ (χβ, bβ) ≥ J (χ, b) +
1

2
‖b− b‖2L2(Σ;Rn)

≥ J (χ, b) +
1

2
‖b− b‖2L2(Σ;Rn). (67)

On the other hand, the optimality property of (χβ, bβ) for problem (P̃β) yields that

J̃ (χβ, bβ) = J̃ (Sβ|2(bβ), bβ) ≤ J̃ (Sβ|2(b), b).

Whence, taking the limes superior as β ↓ 0 on both sides and invoking Corollary 3.5, we find

lim sup
β↓0

J̃ (χβ, bβ) ≤ J̃ (S0|2(b), b) = J̃ (χ, b) = J (χ, b). (68)

We obtain by combining (67) and (68)

1

2
‖b− b‖2L2(Σ;Rn) = 0.

Thus b = b and, consequently, (u, χ) = (u, χ) by Theorem 2.12.

Finally, by using b = b in (67) and (68), we end up with limβ↓0 J̃ (χβ, bβ) = J (χ, b). �
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