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We present the first on-sky results of a four-telescope integrated optics discrete beam combiner (DBC) tested at
the 4.2 m William Herschel Telescope. The device consists of a four-input pupil remapper followed by a DBC and
a 23-output reformatter. The whole device was written monolithically in a single alumino-borosilicate substrate
using ultrafast laser inscription. The device was operated at astronomical H-band (1.6µm), and a deformable mir-
ror along with a microlens array was used to inject stellar photons into the device. We report the measured visibility
amplitudes and closure phases obtained on Vega and Altair that are retrieved using the calibrated transfer matrix of
the device. While the coherence function can be reconstructed, the on-sky results show significant dispersion from
the expected values. Based on the analysis of comparable simulations, we find that such dispersion is largely caused
by the limited signal-to-noise ratio of our observations. This constitutes a first step toward an improved validation
of the DBC as a possible beam combination scheme for long-baseline interferometry.
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1. INTRODUCTION

Aperture masking techniques have been originally developed for
infrared (IR) astronomy on large 8–10 m telescopes in order to
recover imaging information down to the diffraction limit by
forming a non-redundant interferometric array at the pupil of
the primary mirror [1,2]. Despite the relatively low throughput
of this technique due to the masking of a large fraction of the
entrance pupil, aperture masking proved to deliver superior
angular resolution in comparison to other competing tech-
niques such as adaptive optics (AO) or speckle interferometry
[3,4]. Its high angular resolution makes this technique suit-
able for the search of close, low-mass companions to nearby

stars [5–7]. Pupil remapping extends the concept of aperture
masking to the full telescope pupil by breaking it into contigu-
ous sub-apertures coupled to a fiber network that reformats
the two-dimensional input pupil into a linearly arranged out-
put pupil [8,9], hence collecting a larger amount of flux. By
implementing a waveguide network for pupil remapping on a
single, compact, photonic chip, the stability and compactness
of the optics system can be increased. In this context, the abil-
ity of the ultrafast laser inscription (ULI) technique to write
three-dimensional photonic structures in glass ideally enables
reformatting from a two-dimensional entrance pupil into a one-
dimensional, linear output pupil [10]. The sub-apertures of the
output pupil can then be combined interferometrically through
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different schemes [11], as for instance a pairwise beam combiner
like in GRAVITY and PIONIER instruments [12,13], or a
multi-axial, all-in-one, non-redundant scheme as implemented
in AMBER and MIRC-X instruments [14,15].

We report here the results of the first on-sky test of a new
type of integrated optics interferometric combiner based on the
discrete beam combiner (DBC) scheme. The DBC implements
the interferometric combination of four telescope beams via
an array of 23 evanescently coupled single-mode waveguides
arranged in a three-dimensional lattice that ensures coupling
beyond the nearest neighbor. For a four-input beam combiner,
the complex coherence function of the astronomical source is
retrieved from the measurement of the 23 output signals and
the inversion of the so-called visibility-to-pixel matrix (V2PM
[16]). The DBC operates as a static beam combiner, meaning
that instantaneous complex visibilities can be retrieved without
any further temporal phase delay using a scanning element. The
in-depth description of the DBC’s principle and geometry can
be found in [17] and references therein.

It is worth noting some specificity of the DBC scheme in
comparison to other popular schemes such as the all-in-one
multi-axial or the coaxial ABCD pairwise [18] combination
schemes. First, since the fringe power is encoded on a minimum
number of pixels with each contributing their readout noise, it
is advisable to minimize the number of active pixels for the sake
of signal-to-noise ratio (SNR) optimization. For a multi-axial
combination scheme, the minimum number of encoding pix-
els per wavelength channel is ∼28 in the four-telescope (4T)
configuration and ∼70 in the 6T configuration, respectively
[11,19]. The coaxial pairwise ABCD combiner requires 24
pixels in the 4T and 60 pixels in the 6T configuration, while the
DBC requires 23 pixels in the 4T and 41 pixels in the 6T con-
figuration [20], respectively. This makes the last two schemes
intrinsically more sensitive than the multi-axial scheme [11].
Second, the DBC consists only of straight waveguides in the
interaction region, whereas the ABCD pairwise design requires
bent waveguides. As bends will induce additional losses in
case of a moderate mode confinement, thus affecting the total
throughput of ULI written waveguides, the straight waveguides
in the DBC design are of advantage. However, there will be
bending and transition losses in the bent waveguides or fibers at
the pupil remapping stage. The DBC concept has been already
validated experimentally (e.g., [20–23]). After initial laboratory
tests, on-sky operation is the next important step in order to gain
experience in the exploitation of the corresponding observed
quantities and qualify it in a realistic observational setting.
This was implemented in an observing run with an aperture
masking/pupil remapping experiment at the William Herschel
Telescope (WHT).

The paper is organized in the following sections: Section 2
briefly recaps the working principle of a DBC. Section 3
describes the design of the device containing the input pupil
remappers, DBC, and reformatters at the output. Section 4
describes the fabrication of the device using ULI. Section 5
describes the preparation strategy for performing the on-sky
tests at the WHT. Section 6 describes the characterization
of the device in obtaining the calibrated V2PM at the tele-
scope. Section 7 shows the on-sky tests obtained from Vega and
Altair. Section 8 presents the simulation results of the DBC to

explain the deviations for the on-sky results. Finally, the paper is
discussed in Section 9.

2. PRINCIPLE OF THE DBC

A description of the theoretical background and working princi-
ple of DBCs can be found in the previous work [17,22]. For
clarity, we briefly review the definitions relevant for the
understanding of the data presented in this paper:

EP = V 2P M · EJ , (1)

EJ = (011, . . . , 0NN,<012, . . . ,<0N−1N, =012, . . . , =0N−1N)
T ,

(2)
where EP represents the power carried across all output wave-
guides (WGs) and EJ represents the coherence vectors from the
observed source. The term 0i i is the self-coherence (i.e., power
at the i th input waveguide or photometry), 0i j is the mutual-
coherence (i.e., complex visibility) of the input light fields, and
N is the number of input waveguides. If the transfer matrix (or
V2PM [16,22]) is invertible, the coherence vector ( EJ ) can be
retrieved from the measurement of EP . The robustness of the
retrieval process of EJ by the inverted V2PM can be gauged by
the condition number (CN [24]), which describes the propaga-
tion and amplification of errors from EP to EJ . Ideally a low, close
to unity, CN of the V2PM is desirable. It is, therefore, important
to characterize the V2PM of the system since a low CN of the
V2PM ensures that the retrieved quantities (i.e., EJ ) obtained
after the inversion are less sensitive to external perturbations of
the optical system. A low-conditioned V2PM is achieved by the
presence of next-nearest coupling [25], which will be the goal for
the fabrication of DBC devices using ULI in Section 4.

The V2PM possesses a pseudo-inverse pixel-to-visibility
matrix (in short, P2VM), from which the coherence vectors
given in Eq. (2) are extracted. Hence, the Michelson fringe
visibility (i.e., normalized amplitude Vi j ) and its phase φi j can
be calculated using [21,22]

Vi j =

√
(<0i j )

2+(=0i j )
2

0i i0 j j

φi j = tan−1
(
=0i j
<0i j

)
 i 6= j. (3)

In stellar interferometry, the actual phase difference from the
source cannot be measured due to atmospheric distortion. Even
with AO to correct for the atmosphere, there are difficulties in
calibrating the point spread function of the AO system [26]. The
unknown phase errors coming from a common origin can be
canceled by taking a triplet of phases in a closed loop. The result-
ing term is called the closure phase (CP), a quantity that can be
used directly for high contrast images in stellar interferometry
[27,28]. The CP is defined as

8i j k = φi j + φ j k − φik, (4)

where 8i j k is directly calculated from the pairwise retrieved
phases (φi j ) given by Eq. (3). Note that a stable solution for
the CP can only be obtained when EJ is extracted from a P2VM
with all the N input beams injected simultaneously. We,
therefore, show results of the CP in Sections 7 and 8, as these
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measurements involved simultaneous injection of light to all
four DBC inputs. We will use the notations given by Eqs. (3)
and (4) throughout the paper to describe the results obtained
from the DBC.

3. DESIGN OF THE DBC

The structure of the device employed for the on-sky test at the
WHT can be divided into three main parts and is shown in
Fig. 1. The core of the circuit is represented by the zig-zag DBC,
composed of 23 waveguides interacting through evanescent
coupling and arranged in two different planes [Fig. 1(b)]. This
geometry allows the presence of both a nearest coupling between
adjacent waveguides on the same plane, and a next-nearest
coupling between the neighboring waveguides belonging to
different planes. The coupling can be independently controlled
by selecting the vertical separation between the planes and the

planar distance between the waveguides. Before the DBC, a
pupil remapper composed of four single-mode waveguides is
inscribed, with the role of injecting light into the four inputs
of the DBC. The principle of the pupil remapper is to collect
light from separate sub-apertures of the telescope and combine
them coherently to measure the complex visibilities as given
by Eq. (3). The position of four inputs of the pupil remapper is
shown in Fig. 1(a). This arrangement was chosen such that the
input facet of the device is placed in a reimaged telescope pupil,
which has been hexagonally segmented using a 37 segmented
deformable mirror, allowing the control of coupled light into
each of the four input waveguides of the pupil remappers. An
augmented positioning of the 37 segments (i.e., upper half ) of
the deformable mirror projected on the input facet of the chip
containing the pupil remappers is shown in Fig. 2(b). Note that,
in the rest of the paper, we use the expression deformable mirror
(and its acronym DM) to indicate the segmented deformable

Fig. 1. Design of the beam combiner with pupil remapper and fan-out. (a) Section showing the arrangement of the four input waveguides of the
pupil remapper. The input face of the pupil remapper is placed in a reimaged telescope pupil, which has been hexagonally segmented using a seg-
mented deformable mirror [see Fig. 2(b)]. (b) Section of the zig-zag DBC. The four input waveguides are highlighted in color, together with the hori-
zontal and vertical pitches of the array. (c) Output section of the device, after the reformatting performed by the fan-out region. The waveguides are
linearly arranged, with a separation of 80µm.

Fig. 2. Images showing parts relevant to the integrated optics chip and its interface with the segmented mirror (not to scale). (a) Integrated optics
chip inscribed in an alumino-borosilicate glass from Politecnico di Milano. The chip contains several devices with the geometry shown in Fig. 1 but
differing in two design parameters: the vertical distance between the horizontal planes, ranging from 11.8µm to 13.8µm, and the DBC length, from
18 mm to 22 mm. The device that was used for on-sky operation is shown in the micrographs (b)–(d). The waveguides are faintly visible in scattered
light. (b) Input facet of the chip. Dimensions shown in white are in mm. The four input waveguides can be barely seen. The image is overlaid with a
green grid showing the projection of a hexagonal-shaped segmented deformable mirror (DM) used to steer light in the waveguides. The numbering
of the input pupil remappers is also marked and followed throughout the paper. The innermost and outermost blue overlay shows the projection of
1.2 m obscuration and 4.2 m primary of the WHT, respectively. The middle blue overlay shows the 4.2 mm diameter of the DM. (c) A magnified view
of the single-mode waveguide written in the device using ULI. (d) Output facet showing the linear arrangement of 23 waveguides of the device.
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mirror used in the DBC experiment. This is not to be confused
with the deformable mirror used by the CANARY AO system
itself.

For designing the waveguides of the pupil remapper, we
employed a MATLAB custom routine implementing a recursive
cubic spline interpolation. This software allowed the equaliza-
tion of the geometrical paths of the injected light beams [29]
with an error lower than 1 nm, thus preserving their coherence
before reaching the DBC. The minimum radius of curvature
was set at 30 mm for not introducing additional losses. After the
beam combiner, a fan-out region was added to remap (in other
words, reformat) the output section from a zig-zag configura-
tion to a linear one [Fig. 1(c)]. This approach makes the output
modes more distinguishable since they can be arranged with
higher separations. Moreover, it would make a spectral measure-
ment easier, since the output light could be vertically dispersed
without the risk of modal cross talk. Like the pupil remapper, the
fan-out waveguides were designed with spline functions, imple-
menting an isotropic expansion of the array for keeping uniform
the coupling between the nearest neighboring waveguides.
Since in the first part of the expansion the waveguides are still
slightly coupled, we properly reduced the length of the DBC for
obtaining the same effective length. The design of the integrated
optics input remapper is constrained by the geometry of the
entrance pupil array [see Fig. 2(b)] to be remapped. The marked
segments 1, 2, 3, and 4 were chosen to build a non-redundant
array containing both long and short baselines.

4. FABRICATION

For the fabrication of the device, we employed a cavity-dumped
Yb:KYW source, delivering pulses with a central wavelength
of 1030 nm, duration of 300 fs, and repetition rate of 1 MHz.
The optimal inscription process for obtaining low-loss single-
mode waveguides at 1550 nm consisted of focusing the laser
beam with a power of 620 mW through a 50×, 0.6 NA micro-
scope objective inside an alumino-borosilicate glass (Eagle
XG by Corning), translated by an air-bearing motion stage
(Aerotech FiberGlide 3D) at a speed of 40 mm/s. The transla-
tion was performed 6 times for each waveguide for increasing
the induced refractive index contrast. After inscription, the
device was subjected to a thermal annealing, consisting of a
1 h long heating step up to 750◦C, followed by a slow cooling,
first with a rate of −12◦C/h down to 630◦C, then with a rate
of −24◦C/h down to 500◦C, followed at the end by a natural
cooling down to room temperature. This treatment reduces
both the waveguides birefringence and the losses since it releases
the internal stresses generated during the laser inscription
[30,31]. The result of the complete fabrication process is a
single-mode waveguide suitable for operation at 1550 nm with
propagation losses of about 0.2 dB/cm, a 1/e 2 mode dimension
of 8.5(3) µm× 9.0(3) µm, and a birefringence value below
5× 10−6. It is worth noting that the fabricated waveguides
showed very similar performances regardless of the inscription
depth, allowing, therefore, the fabrication of a pupil remapper
with almost identical waveguides. However, when increasing
the inscription depth for waveguides more buried in the glass,
we observed a reduction of the vertical offset between the center
of the guiding structure and the point where the inscription

laser was focused. This effect is probably related to the dissimilar
focusing conditions occurring at different depths due to spheri-
cal aberrations. Since this change of the offset could lead to a
misalignment between the focal spot of the telescope segments
and the device inputs, we applied a depth-dependent correction
factor to the vertical coordinates of the four input waveguides
during the writing process.

After the optimization of the inscription parameters, we
fabricated preliminary zig-zag DBCs and studied the depend-
ence on the waveguide distance of the planar and diagonal
coupling coefficients, defined as the angular frequency of the
optical power beating in a system composed of two evanescently
coupled waveguides. With an in-plane pitch of 16 µm and
a separation between the planes of 13.3 µm, we were able to
obtain the same value for both coupling coefficients, equal to
1 cm−1 at 1550 nm (in a system of two coupled waveguides,
such a value would guarantee a full optical power transfer after a
length of about 1.5 cm). With this value, the interaction length
of the combiner was set to 20 mm to provide the lowest CN of
the V2PM according to the simulations. We employed these
geometric parameters for the fabrication of the DBC with pupil
remapper and fan-out used in the on-sky experiment. The
characterization of the device with horizontally and vertically
polarized light provided the same output distributions, thus
validating its polarization insensitivity. Finally, by coupling the
device with an SMF-28 fiber, the insertion losses were measured
to be lower than 3 dB for all the four inputs, corresponding to a
transmission of∼50% for a total length of the chip of 7.5 cm.

5. PREPARATION FOR THE ON-SKY CAMPAIGN

A. Laboratory Characterization of the Integrated
Optics Device

We first conducted a systematic laboratory characterization of
the different manufactured beam combiners in order to identify
the most suitable DBC to be operated at the telescope. We
considered the following tasks: (1) obtaining temporal fringes
at all the 23 output waveguides for all baseline combinations;
(2) getting a low-conditioned V2PM of the device. To identify
the best component, we used a Michelson interferometer setup
[20] to record pairwise temporal fringes, determine the V2PM,
and extract the visibilities. We used a tunable laser source for
the V2PM characterization. Although the device was designed
at 1550 nm, we were able to get a low-conditioned V2PM at
slightly longer wavelengths, namely around 1600 nm due to
breaking of the phase symmetry obtained from a DBC [25].
The V2PM CN was measured to be ∼10.5 at 1600 nm. The
extracted complex visibilities are shown in Fig. 3 in [32]. We
then used a broadband source in combination with different fil-
ters to identify the best bandwidth for the on-sky operation. The
previous studies have shown that our DBC device should oper-
ate with a moderate bandwidth due to residual phase errors of
≤

π
2 from the retrieved complex visibilities [23]. We identified

an optimal result in conjunction with a1λ= 50 nm bandpass
filter (see Fig. 2 in [33]) for the retrieved visibilities with a CN of
∼11.4.
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B. Design of the Experiment

To interface the device with the WHT, we designed an exper-
imental layout using Zemax modeling. In our case, two main
components are required for pupil remapping of the WHT.
First, the reimaged WHT pupil has to be hexagonally seg-
mented using a DM. Second, the light from the individual
segments has to be coupled into the pupil remappers, for which
a microlens array (MLA) was used. Recent examples of such a
configuration can be found in [10,34]. For this purpose, we used
a DM consisting of 37 hexagonal segments from Iris AO, Inc.,
and a MLA from SUSS-MicroOptics with a back focal length
of 910 µm, the schematic of the setup is shown in Fig. 3. The
coordinates of the four sub-apertures projected onto the WHT
primary are provided in Table 1.

Table 1. Coordinates of the Sub-Pupils Projected
onto the Telescope Primary in the Reference Frame of
Fig. 2(b)

Sub-Pupil 1 Sub-Pupil 2 Sub-Pupil 3 Sub-Pupil 4

x (meters) +1.52 0 −0.24 −1.52
y (meters) 0 +0.85 +1.32 0

From the WHT, the f /11 corrected beam enters our setup,
where the achromatic lens L1 collimates the light to a beam with
diameter of 11.4 mm. The collimated beam after lens L5 had
a diameter of 5.1 mm, which is ∼20% larger than the 4.2 mm
diameter of the inscribed circle of the DM. The DM has a pitch
of 606.2 µm, and that of the MLA is 250 µm. Hence, we used

Fig. 3. (a) Schematic of the optical setup that was used on the WHT Nasmyth bench (not to scale). f /11 is the AO corrected beam that is received
from the WHT. The following acronyms are used: L, lens; H-filter, H-band filter (λ0 = 1600 nm,1λ= 50 nm); APH, adjustable pinhole, BR, beam
reducer; M, mirror; DM, segmented deformable mirror; MLA, microlens array; DEV, device under test; OBJ, objective; IR CAM, infrared camera.
The various focal lengths are f1= f4= f5= f7= 125 mm, f2= 100 mm, f3= 45 mm, f6= 300 mm. (b) Image to verify the conjugation of the DM
onto the MLA before injection into the integrated optics (IO) device. The sub-apertures to be coupled into the IO device are steered out by tilting
the corresponding segments of the DM and appear therefore in black. (c) Two of the output waveguides of the DBC after bias subtraction with Vega’s
starlight injected into the device. The image is magnified by a factor of≈3.4, and the colorbar shows the analog-to-digital units (ADU). Also shown is
a red augmented area consisting of 5 pixels, which is used to calculate the power across each output waveguide. (d) Photograph of the optical setup as
installed on the Nasmyth platform with the red beam illustrating the light path from the telescope to the IO device.
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two sets of achromatic lenses L6 and L7 to reduce the beam by
a factor of 2.4 to achieve good conjugation between the DM
and MLA pitches. By reducing the beam size, we can also avoid
unwanted overlap of different segments of the DM on the same
MLA lenslet as well as spurious injection of light from a nearby
MLA lenslet into the integrated optics device.

The average total throughput of our system is at most ~ 4 %
(see Table 2) The numerical calculations based on the overlap
integral showed that a coupling efficiency of ≈78% could in
principle be achieved when considering the numerical aperture
of the individual MLA lenslet and the mode field diameter of
the input single-mode waveguides of the device. Each individ-
ual MLA lenslet produces a 49.4 cm aperture when projected
on-sky, which is less than the Fried parameter calculated at
1600 nm, as shown in Table 3. Hence, the wavefront across the
MLA aperture can be assumed to be parallel, and the on-sky
coupling efficiency could, if the optimal alignment is reached,
be close to the theoretical limit. However, we are in practice
limited by the thermo-mechanical stability of the setup, which
ultimately probably decreases the effective coupling efficiency. A
long distance (≈80 cm) between the DM and MLA was kept to
make sure that the individual DM segments could be steered out
of the optical path when maximum tip/tilt (+/− 2 mrad) was
applied.

We used two InGaAs cameras: Ninox 640 from Raptor pho-
tonics and CRED2 from FIRST Light. All images recorded by
the camera were stored in the FITS file format. For characteriza-
tion and extraction of the V2PM, the Ninox 640 was used since
we had the software for synchronous control. For the on-sky
measurements, we switched to the CRED2 because of its lower
dark current and readout noise. However, we did not have the
necessary software for synchronous control of the CRED2 with
the DM, which is required to determine the V2PM.

6. CHARACTERIZATION AT THE TELESCOPE

We used the broadband source from Amonics as an internal
calibration source to obtain the V2PM at the WHT. The light

from the broadband source was launched into the optical path
such that it could include all the necessary components to obtain
the transfer function of the system located after the Nasmyth
focus of the telescope. This included the CANARY AO system
[35,36] as well as the optical elements of our DBC experiment.
The AO system was turned off during calibration, which corre-
sponds to a close to flat configuration of the ALPAO deformable
mirror. For the initial calibration, our DM was also flattened,
corresponding to a configuration of zero phase reference for the
four injected beams.

With the calibration source launched into the optical path,
we used the DM and MLA to couple the chosen four sub-
apertures into the device as shown in Fig. 2(b). The remaining
33 unwanted focal spots formed by the MLA were steered away.
We first optimized the coupling in each input waveguide by
tip-tilting the corresponding segment. As the default ±2.5 µm
piston range of the DM segments was influenced by the applied
tip-tilt, this resulted in each segment having a slightly different
total travel range. However, within this travel range, we made
sure that the piston sampling was fixed at 5 nm/frame.

We proceeded with the usual V2PM characterization: first,
by injecting only one input beam to record the single excitation;
second, by injecting two input beams to record the pairwise
excitation. The temporal fringes at the output were recorded by
delaying the corresponding DM segment. With this process, we
recorded four single excitations and six pairwise excitations of
the input light beams to generate the 16× 23 elements of the
V2PM. We show the visibility amplitudes in Fig. 4 extracted
from one of the low-conditioned V2PM that was acquired
at the WHT with the calibration source. The CN was 12.5,
slightly higher than that obtained in the lab using the two-beam
Michelson setup (see Section 5).

The mean squared error between the theoretical value and
the experimental curve in blue for visibility amplitudes in Fig. 4
is in the range 0.4−7.4× 10−2 for all visibility pairs. This
range of mean squared error is of the same order of magni-
tudes as the visibility amplitude obtained from the two-beam
Michelson setup in the lab. However, the mean squared error

Fig. 4. Retrieved visibility amplitudes from the V2PM data shown in blue, obtained at the telescope using the calibration light source
(λ0 = 1600 nm, 1λ= 50 nm). The oscillations are due to residual phase errors obtained from a chromatic V2PM [23]. The missing amplitude
values for V12 and V13 are due to the photometry imbalance (see Section 6).
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Fig. 5. Retrieved visibility phases from the V2PM data shown in blue, obtained at the telescope with the calibration source. The black line shows
the theoretical value.

of the visibility amplitude pairs, especially (V12 = 5.0× 10−2,
V13 = 7.4× 10−2, and V14 = 2.8× 10−2), is slightly higher in
comparison to the other three pairs, which is evident in Fig. 4.
We used a statistical approach where we defined a confidence
interval and showed only those frames for the retrieved visibility
amplitudes, whose value was within 50% of the theoretical value
of visibility amplitude in Fig. 4. We discarded those frames that
were outside the 50% confidence interval, which happened
due to larger imbalance originating in the retrieved photom-
etry [i.e., 0i i in Eq. (2)] of the input waveguide numbered 1.
The photometry imbalance (= 0i i/0 j j ) for V12 and V13 was a
magnitude higher than the remaining four visibility pairs. As a
result, the Vi j value given by Eq. (3) deviates from the expected
amplitude value and falls outside of the confidence interval
defined above, implying missing values for V12 and V13 in Fig. 4.
This might have happened due to coupling errors at input 1
from the DM segment in between the pairwise excitation of two
input beams, while obtaining the V2PM.

The confidence interval defined above for the visibility ampli-
tudes was then used to calculate the retrieved visibility phases
as shown in blue in Fig. 5. The theoretical phase is shown in
black with a spatial frequency of ∼4π/λ. There is a factor 2 in
the spatial frequency due to the reflection on the DM. Figure 5
shows a close match between the retrieved and the theoretical
values, except for φ12, φ13. The phase deviation for the latter
is suspected to be due to residual phases caused by coupling
errors as mentioned above, as well as uncertainties in the piston
positioning of the DM segment.

The above calibrated P2VM obtained at the WHT is applied
to the stellar targets and the visibilities are extracted in the sub-
sequent sections.

7. ON-SKY TESTS

We performed the on-sky tests during the nights of August
9–12, 2019, with observing conditions summarized in Table 3.
We observed the two bright stars Vega and Altair (H∼ 0)
subtending an angular resolution of a few milliarcsecond (mas)

and, thus, appearing as point sources at the spatial resolution of
the WHT. These two sources, which are among the brightest
stars in the Northern hemisphere, were selected based on their
observability (right ascension and declination) during the entire
night. We have operated with the support of the CANARY
AO system to compensate for the atmospheric turbulence.
We briefly describe the AO system from where we obtained
the f /11 corrected beam. CANARY is a multi-guide star AO
system that was developed to demonstrate multi-object AO cor-
rection. CANARY was configured in single conjugate adaptive
optics (SCAO) mode with an expected throughput of <15%
for this experiment. In this mode, CANARY uses a 14× 14
sub-aperture Shack–Hartmann wavefront sensor controlling a
241-actuator deformable mirror from ALPAO at a frame rate of
150 Hz [35–37]. When CANARY is operated in SCAO mode,
and depending on the seeing conditions, an average Strehl ratio
(SR) of 0.3 is obtained. In Table 3, we report the actual range of
wavefront errors delivered by CANARY during the observation
of our sources.

We used the four segments of the DM to couple light into
four inputs of the pupil remapper via the MLA (see Fig. 3). We
used the CRED2 camera water-cooled at 233 K and affected
by a readout noise of ∼22e− [38] to record the DBC outputs.
Since we did not have the routines for a synchronous control

Table 2. Estimated Throughput of Our System Down
to the Infrared Camera

a

Components Throughput (in %)

CANARY (e) <15
Optics (e) 66
Coupling efficiency (e) 78
DBC device (m) ∼50
Total ∼3.9

aIn brackets, “m” refers to measured and “e” to estimated throughput. For
the coupling efficiency, we emphasize that we report here the optimistic upper
limit. The effective on-sky coupling efficiency could not be measured. The
optics include H-band pass filter (T= 90%), lenses (T= 99.5%), mirror (R=
96%), and MLA (T= 90%).
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Table 3. Table Showing Different Averaged Quantities Describing the Observing Conditions for the Nights: Seeing
Values Recorded from the Metrology Archive of the WHT at 500 nm, the Fried Parameter Calculated at 1600 nm, Wind
Speed, Atmospheric Time Constant, Range of Root-Mean Squared Wavefront Errors from CANARY, and Stellar
Targets Observed Per Night

Nights Seeing (arcsec) r0
a

(cm) v
b

(km/hr) τ0
c

(ms) σλ
d

(nm) Targets

10–11 0.7 58.3 20 32.5 169.2–276.5 Altair
11–12 0.8 50.8 20 28.3 295.9–432.3 Vega

ar0 represents Fried parameter.
bv represents wind speed.
cτ0 represents time constant.
dσλ represents wavefront error.

Fig. 6. Measured flux SNR at each of the 23 outputs while observ-
ing Vega. Note that no frame selection is considered here. The dashed
line corresponds to SNR= 2.

of the CRED2 and DM, we had to use the CRED2 and DM
interfaces separately. The DM interface was used to steer in the
four DM segments without adding any additional piston. The
CRED2 interface was used to record various sets of 1500 frames
in one continuous shot. All the frames were bias-subtracted. The
bias frames were recorded by blocking the starlight path with a
physical aperture placed before L1 (see Fig. 3).

The exposure time per frame was chosen to be te = 250 ms
with the CRED2 camera in high gain mode. The choice of this
value was motivated by the necessary compromise between the
SNR and risk of fringe smearing. As we were not in the position
to analyze in real-time the quality of the delivered AO correction
and the delivered SNR at the DBC outputs, we relied on values
adopted by other similar near-IR experiments [10] for which
the interferometric fringes were detected using te = 200 ms and
without any assistance of external AO acting as a fringe tracker.
Figure 6 reports the typical SNR measured at each of the 23
outputs of the DBC when observing Vega.

For the subsequent data reduction, we selected a crossed
region of five pixels around the peak value [see Fig. 3(c)]. For
the analysis of stellar targets, we applied the frame selection
according to the following criteria: first, the extracted power of
the output waveguides has to be positive. The frames with power
of <0.1 counts were discarded. Second, when retrieving the
input power [0i i in Eq. (2)] by applying the P2VM to the data,
the frames resulting in negative values were removed. Third,
we considered only those frames with the retrieved visibility
amplitudes in the range 0–4 to show our on-sky results.

A. Vega

We report in Fig. 7 and Fig. 8, respectively, the histograms of the
retrieved visibility amplitudes and CPs obtained on Vega. With
the selection criteria defined above, 84% of the frames out of
10,500 frames contributed to the pool of data. The calculated
mean, standard deviation, and median values are reported in
Table 4. The histograms exhibit a Gaussian skewed shape peak-
ing to∼0.6−0.9. While the expected visibility value for a point
source is close to 1, our measurements are impacted by partial
AO correction and longer integration times, which may result
in fringe smearing (see Section 8.D). The visibility spread is
significant, about 0.4 on average. This suggests that the retrieval
process through the inverse V2PM is unstable, possibly due to
the overall low flux level (see Section 8). The mean value of the
CP is∼0 for8124,8134 as expected for a point source, whereas
it is offset for the other two triplets. Similarly, a significant spread
is seen in the CP histograms. From the V2PM inversion, we also
retrieved the four input photometries corresponding to the 0i i

terms in Eq. (2) (see Fig. 9) and reported them in Table 5 for
comparison between Vega, Altair, and the calibration source.

B. Altair

We recorded only one continuous shot for Altair with a total
of 1500 frames. As shown in Table 5, the photon number from
Altair is comparable to the case of Vega, which suggests that
the error analysis and potential impact of noise sources in low
photon regime may apply to the Altair data as well. We show
the visibility amplitudes and CPs for Altair in Figs. 7 and 8,
respectively, where contributions from 94% of the frames are
shown for the analysis of the visibilities with the selection criteria
defined above. The mean, standard deviation, and median val-
ues of the visibilities for all combinations from Altair are shown
in Table 4.

C. Discussion of On-sky Results

Figures 7 and 8 present the results on the retrieval of the coher-
ence function in a way that several hypothesis can be advanced to
explain the spread of our data. The third row reports the visibil-
ities retrieved from the observation of our internal calibration
source, which corresponds to a high-flux level case at the inputs
of the DBC (see Table 5). The fourth row shows the results of the
visibilities retrieval from a region of the detector fully dominated
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Fig. 7. Histograms of the visibility amplitudes for Vega, Altair, the calibration source, and a background region.

Fig. 8. Histograms of the closure phases for Vega, Altair, calibration source, and a background region.

by the background and its noise. For all of these four cases, the
identical V2PM obtained from Section 6 has been employed.

1. Impact of PhotonNoise andDetectorNoise

Considering the low throughput of our experiment together
with intrinsically small diameter of the individual sub-apertures,
we are probably in a photon-starving regime despite observ-
ing two of the brightest stars in the northern hemisphere. We
observe in Figs. 7 and 8 that the histogram of the retrieved coher-
ence function for the calibration source is much more peaked,
owing to the much larger amount of flux collected as seen in

Table 5. On the contrary, when applying the retrieval process to
a detector region totally dominated by the background noise,
the corresponding histograms present the widest spread both
for the visibilities and CPs. In the case of Vega, although stel-
lar photons are collected at the 23 outputs, the modest SNR
measured (see Fig. 6) clearly point at a photon-starving regime.
Note that the visibility amplitude histograms obtained for Altair
appear slightly less spread than in the case of Vega. It could be
that an improvement of the throughput (see Table 5)—caused
for instance by the better AO correction on Altair (see Table 3)
or a more stable coupling—has helped toward more stable
results. However, the effect remains marginal and cannot be
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Table 4. Mean, Standard Deviation, and Median Values for the Visibilities and Closure Phases Obtained for Vega
and Altair

Visibility Amplitudes Closure Phases (in rad)

Vega V12 V13 V14 V23 V24 V34 8123 8124 8134 8234

Mean 0.81 0.64 0.91 0.60 0.69 0.85 −0.85 0.08 0.67 −0.02
Std

a
0.48 0.43 0.52 0.28 0.38 0.47 2.11 1.99 2.05 2.34

Median 0.73 0.55 0.84 0.58 0.64 0.78 −1.10 −0.23 0.89 0.13

Altair

Mean 0.65 0.58 0.70 0.72 0.75 0.76 −0.13 0.72 −0.13 −0.04
Std

a
0.19 0.23 0.63 0.16 0.39 0.51 1.59 1.64 2.70 1.92

Median 0.65 0.56 0.51 0.72 0.69 0.67 −0.53 0.49 −0.66 −0.39
aStd represents standard deviation.

Fig. 9. Plots of the retrieved photometry for the four inputs of the DBC for Vega.

Table 5. Retrieved Photometry of the Four Inputs When Injected Simultaneously into the DBC Combiner

0i i (in Camera Counts) Calibration Source Vega Altair

Input 1 56,000± 3000 800± 400 1700± 500
Input 2 128, 000± 6000 2300± 700 2500± 600
Input 3 41,000± 4000 1400± 500 1500± 300
Input 4 51,000± 3000 900± 300 700± 300

fully proven at this point. A simulation of the impact of the
photon shot noise and detector noise is presented in Section 8 to
support these findings.

2. Partial AOCorrection andDecoherence

We are using AO correction as an external fringe tracker to
maintain coherence between the sub-apertures. Because of
partial AO correction, the relatively long integration time
adopted may still lead to temporal decoherence, hence decreas-
ing the values of the retrieved visibilities. When looking at the
visibility amplitude distribution obtained with the calibration
source, the histograms show a rather limited spread and have a
median value close to V = 1, except for V23 and V34 for a reason
that we cannot make explicit at this point. Similarly, the CP
histograms are also comparatively narrow, with a median value

for 8124, 8234 triplets close to 0◦ when compared to the other
two triplets. Clearly, the partial AO correction combined with
a longer integration time leads to some decoherencing, which
explains partly the retrieved visibility amplitudes smaller than 1
for Vega and Altair. Since the CP is an observable more robust
to external phase errors, we may have expected a more peaked
distribution for the two stars. But again, the overall low-level of
light flux might result in random phase errors, which is detri-
mental for a robust calibration of the CP signal. This effect is
also analyzed through simulations in Section 8.

3. V2PMCalibration

Finally, we suspect that our process to derive the V2PM of our
system may also lead to the generation of systematic biases that
are difficult to identify. Indeed, due to configuration issues,
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we have used the Ninox 640 to establish the V2PM and the
CRED2 for the on-sky and internal calibration measurements.
Because of the different levels of detector noise between the
two cameras, this may lead to the presence of biases. This fact
is confirmed for the calibration source, where the retrieved
visibilities are not the same for all the pairs and CP triplets.
Finally, although the experimental CN is not particularly
high compared to other laboratory experiments [21], the
value of CN= 12.5 may still suggest a limited stability of the
coherence-retrieval procedure.

8. SIMULATION

In order to better understand the on-sky results and their devi-
ations from the expected values for visibility amplitudes and
CP, we used BeamPROP from Rsoft to simulate a DBC device
with parameters close to those of the device used in the current
experiment. We simulated only the DBC interaction region as
shown in Fig. 1(b) with the electric fields launched in the four
inputs to obtain the V2PM at 1.6 µm and successively retrieve
the coherence functions. We underline that a simulation taking
fully into account the properties of the CANARY AO, DM,
and MLA is beyond the scope of this paper. As a consequence,
we simplify the description of the electric fields being launched
in the present analysis. From the SR of ∼30% delivered by
CANARY, we derived a wavefront error of λ/5.7 rms and varied
the relative phase between the four input electric fields using
a random Gaussian distribution with a standard deviation of
2π/5.7. We also accounted for amplitude fluctuations at the
four inputs in the form of a random Gaussian distribution with
a mean of 1 and a standard deviation of 0.3, as well with strictly
positive amplitude values. In the subsequent sections, we show
the results of the simulation study.

A. Input Amplitude and Phase Errors

We obtained 500 realizations of the output images of the DBC
produced by Rsoft and applied the simulated P2VM described
above to extract the visibilities. The retrieved visibility ampli-
tude is shown in Fig. 10(a), and the amplitude values for all the
visibility pairs are in the range 0.996± 0.017 to 1.001± 0.006.
The CP values are shown in Fig. 10(b). For a small subset (i.e.,
<10%) of samples, we obtained ±2π phase jumps, which
are likely due to numerical errors, and are, thus, removed in
Fig. 10(b). We observe the CP values consistent with 0◦ for
all the triplets. When testing SR= 0.5, we find, as expected,

an even lower dispersion for the retrieved amplitudes and CP
values. These results suggest that the effect of amplitude and
phase residual errors from the AO should be negligible in com-
parison to other noise sources. In the subsequent sections, we
considered additional sources of noise and considered only one
visibility amplitude and one CP for a clearer demonstration of
the resulting effects. We selected the visibility V14 and the CP
8234, which have the lowest mean squared error in Fig. 10.

B. Photon Shot Noise

As the output intensity images provided by Rsoft are normal-
ized, we multiplied the images by a constant factor to get the
number of photons (Np ) per pixel. Thus, a random Poisson
distribution with a mean of Np photons per pixel is now applied
to the output image of DBC containing the intensity of the
complex electric fields to obtain the required photon shot noise.

By setting Np to the values 102, 103 and 104, we obtain dif-
ferent histograms of the visibility amplitude for the pair V14 as
shown in Fig. 11(a). It can be seen that the standard deviation
of the visibility amplitude distribution increases for low Np

where the effects of photon noise become more significant. As
a result, there is a spread in the visibility amplitude distribution
as Np decreases. The histogram plot for the CP triplet 8234 in
Fig. 11(b) also shows a gradual increase of the standard deviation
for decreasing Np . In addition to the photon noise, the detec-
tor noise is added to the DBC outputs, and the impact on the
visibilities is studied in the next section.

C. Detector Noise

We now consider the simultaneous contribution of the photon
noise and detector noise. For the latter, we include two main
components: (1) readout noise; (2) dark current (Id ). To imple-
ment these noises in our intensity images obtained from Rsoft,
we converted Np in Section 8.B into the number of electrons Ne

using the 90% quantum efficiency of the CRED2 when oper-
ated at−40◦ C [39]. After Ne is calculated, we added a Gaussian
random distribution for the readout electrons with a standard
deviation of 22e− per pixel [38] and added a Poisson random
distribution for dark current with a mean of 600 e−/s per pixel
[39]. Successively, Ne is converted to analog-to-digital units
(ADU) by multiplying it with the gain of the camera, which is
0.49 ADU/e− [39]. Since Id ∝ te , we considered our on-sky
te = 250 ms giving an Id = 150e− per pixel. The distribution of
the retrieved visibility amplitude is shown in Fig. 12(a) for three
scenarios of Np .

Fig. 10. Retrieved simulated visibilities with four input beams coupled into the DBC device. Both the amplitudes and phases vary following a sta-
tistical Gaussian distribution (see text for details). Black is the theoretical curve. (a) Visibility amplitudes. (b) Closure phases.
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Fig. 11. Histogram of the retrieved visibilities for different levels of photon shot noise. The legend shows the mean number of photons Np per
pixel. (a) V14. (b)8234.

Fig. 12. Histogram of the retrieved visibilities for different levels of photon shot noise along with added detector noise (see Section 8.C for details).
The legend shows the Np per pixel. (a) V14. (b)8234.

In comparison to the photon noise dominated case (see
Section 8.B), the inclusion of the detector noise produces a
larger spread of the interferometric quantities with a decreasing
number of photons Np , but also clearly shifts the peak of the
visibility amplitude distribution toward V < 1. The spread of
the CP histograms is also significantly impacted when including
the detector noise in the low photon regime. As we may have
expected, this implies that in the low-flux regime, the detector
noise in our experiment becomes dominant along with photon
noise. This is a major source of signal degradation in the retrieval
process of the coherence vector. In the next section, we discuss
the effect of longer te on the retrieved visibility amplitude.

D. Effect of te > τ0

The use of AO acting as a fringe tracker allows in principle to
increase the integration time te beyond the characteristic coher-
ence time of the atmosphere τ0. In the absence of AO correction,
the standard deviation of the phase between the sub-apertures of
our longest baseline 1–4 for the observing conditions reported
in Table 3 is estimated to be∼1.6λ (Eq. 4.45, [40]), while it is
only λ/5 with the AO correction. However, with a SR∼ 30%,
it is possible that the level of residual phase error produces fringe
smearing, which causes the retrieved visibility amplitudes to be
smaller than unity.

To simulate the effect of longer te on a squared law detector,
we take an intensity summation over n samples obtained in
Section 8.A by fulfilling n = te/τ0. We also took into account
the photon shot noise and detector noise, and tested for n = 1,
2, 4, 10. We show the median values of the retrieved visibility
amplitudes for the pair V14 in Fig. 13(a) for SR= 0.3 and 0.5.
The case n = 1 corresponds to te ∼ 30ms with Np = 104 pho-
tons per pixel. We observe the clear effect of fringe smearing

Fig. 13. Median value of the retrieved visibility amplitude (V14) as a
function of the exposure time. The legend shows the Strehl ratio. Here
the case n= 1 assumes te = 30 ms with Np = 104 photons per pixel.

due to partial AO correction, suggesting that the chosen value
of the exposure time contributes to the drop in the visibility
amplitude.

9. DISCUSSION AND CONCLUSION

We present in this paper the first on-sky testing of the integrated
optics interferometric DBC concept, following numerous cam-
paigns of laboratory testing. This is a major step since we had the
opportunity to operate under real astronomical conditions. The
DBC was designed to operate in the H-band and was integrated
into a classical aperture masking/pupil remapping experiment
at the 4.2 m WHT. Four sub-pupils forming a non-redundant
array were coupled into our beam combiner taking advantage
of the partial AO correction from the WHT. We observed the
two bright single stars Vega and Altair [41] and retrieved the
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complex coherence vectors making use of the calibrated transfer
matrix of the system. Several points can be discussed.

• We were able to couple successfully stellar photons in the
DBC and retrieve the visibility amplitudes for the two stars.
For all the baselines, the visibility amplitude distributions were
peaking below the expected value of V = 1 for an unresolved
source, typically around ∼0.6−0.8, with a significant disper-
sion around the mean value. The measured CPs also exhibit
a significant dispersion around 0◦ and show in some cases
departures from 0◦ that we do not interprete as an astrophysical
signal. We conducted an extensive analysis work to interpret our
observational results.

• Using our high-flux, turbulence-free, broadband cali-
bration source, we observe that, in most cases, we were able to
retrieve the visibility distributions in agreement with V∼ 1
and CP∼ 0◦. However, we strongly believe that our calibrated
transfer matrix (or V2PM) might be affected by biases, in part
because we could not use the same camera for the V2PM calibra-
tion and the on-sky observation. This is detrimental to obtain
precisely calibrated visibilities and CPs.

• The comparison between the high-flux case (i.e., with
calibration source) and a case where no signal is detected at
the DBC outputs clearly indicates that the shape, spread, and
peak in the histograms of the retrieved quantities are strongly
influenced by the reachable SNR at the 23 measured outputs.
For Vega, we reached an SNR∼2−10, which we consider at the
edge of measuring a coherent signal.

• We have run several simulations to understand the origin
of the low visibilities and high dispersion. We find that: (1) The
partial AO correction of∼200−300 nm rms is not by itself the
main cause for the large dispersion of the data, but this level of
correction and the relatively large exposure time compared to
the atmosphere coherence time would result in fringe smearing,
decreasing the value of the retrieved visibilities to ∼0.5; (2) in
the low photon regime of our DBC experiment, the impact of
the detector noise is also very significant in shifting the distribu-
tion peaks and increasing the dispersion. This clearly affects the
retrieved CPs, which in high-flux conditions would be otherwise
more robust to the residual phase errors.

We have faced in this experiment some of the classical chal-
lenges of similar experiments [9,10]: With single apertures of
∼50 cm in diameter and the need for short integration times,
we quickly ended up in a low photon regime where the level
of the AO correction, which does not permit exposure times
significantly longer than τ0, and the noise figure of the camera
also played a major role.

For our on-sky DBC experiment, we briefly discuss our
results in the context of similar experiments where medium-
sized 2–4 m telescopes were employed. Huby et al. [9] operated
in the visible range a pupil remapping experiment in which
they were able to measure precise CPs, but could not measure
visibility amplitudes. Jovanovic et al. [10] tested in the H-band
a multi-axial combination scheme using a ULI written beam
combiner. They show that they were able to detect fringes on a
bright source and set constraints on the achievable precision on
the CPs. In comparison, our retrieval of the CPs is not satisfac-
tory to a level comparable to these authors, but it is not possible
with this data to conclude if this is intrinsic to the DBC retrieval

process since we are strongly impacted by other sources of noise.
On the other side, the retrieval of the visibility amplitude deliv-
ered a better outcome, even though we are impacted by fringe
smearing.

In the future, an improved control of the stability of the
experiment, and in particular of the waveguide injection, as well
as a more rigorous determination of the V2PM transfer matrix,
may reinforce the potential of DBC-based beam combination
scheme.
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