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Abstract

We discuss how the recently developed energy-dissipation methods for reaction-
diffusion systems can be generalized to the non-isothermal case. For this we use
concave entropies in terms of the densities of the species and the internal energy, with
the important feature, that the equilibrium densities may depend on the internal
energy. Using the log-Sobolev estimate and variants for lower-order entropies as
well as estimates for the entropy production of the nonlinear reactions we give two
methods to estimate the relative entropy by the total entropy production, namely a
somewhat restrictive convexity method, which provides explicit decay rates, and a
very general, but weaker compactness method.

1 Introduction

The aim of this paper is to generalize the recently developed methods of uniform exponen-
tial decay for the isothermal case (see [FeT16, DFT16, MHM15] as well as the references
therein) and the older and somewhat forgotten, but very elegant compactness method de-
veloped for semiconductor problems in [GIH97]. A first step towards the non-isothermal
case was done in [HH*16], where a more explicit approach close to [DeF06, FeT16] was
developed. Here we want to show that also the convexity method from [MHM15] and the
compactness method from [GIH97] can be adapted to energy-reaction diffusion systems
(ERDS).

Following [AGH02, Miellb, Miel3] we use the internal energy density u(t,-) : @ — R as
the main thermodynamic variable, while the absolute temperature is a dependent variable
obtained from the constitutive entropy function s = S(x, ¢, u) via

1
0uS (z, e(t,x),u(t,x))’

O(t,x) =

where ¢ = (1, .., ¢;) € [0, 00" is the vector of concentrations. The major advantage is that
thermodynamics imposes that S(z,-,-) : [0,00["™" — R is a concave function that allows
us to apply entropy entropy-production (EEP) estimates. Moreover, S(z, ¢, u) is a strictly
increasing function in u to make the absolute temperature non-negative.

Our typical model for relevant entropy relations is given by

S(z,e,u) = s(u) — ‘B(c|w(m, u)) =35z, u) + Z <ci log (wi(z,u)) — )\B(ci)>, (1.1)

where the Boltzmann function Ag and the relative Boltzmann entropy are defined via
I
Ap(z) :=zlogz—2+4+1 and %(c{b) = Z bidg(ci/b;). (1.2)
i=1

Here each w;(x,-) : [0,00[ — [0,00] is a non-decreasing and concave function as well as
I

s(x,) tu = s(z,u) + 1 =) ;wix,u), see the thermodynamic discussions in Section
2 where Proposition 2.1 provides the necessary concavity result. From 0.5(z,c,u) =
(log(ci/wi(x,u))),_, , we see that the vector w(z, u) = (w;(x,u)),_, , gives the thermo-

dynamic equilibrium concentrations for a given internal energy u. Further on, we assume
that the constitutive function S(z, ¢, u), and hence w; do not depend on z, i.e. the material



is homogeneous. However, following the ideas in [GIH97] and [MHM15, Sec. 5.1], it should
be possible to generalize the methods developed here also to the inhomogeneous case.

One way of generating thermodynamically consistent energy-reaction-diffusion systems
(ERDS) on a physical domain  C R is that of using the theory of gradient systems. For
this we use the entropy functional

S(e,u) = /Q S(e(), u(x)) dz

and an Onsager operator K(¢, u) = Kgg(c, u) + Kg (e, u) modeling the entropy production
by diffusion or heat transfer and by reaction, respectively. We always assume that they
are of the form

Kaia(c, u) (i) — _div (M(c, u)V<C>) and Kg(c,u) = (M‘;’ v) ?))

Ju

True Onsager operators K satisfy the symmetry (reciprocal) relation (cf. [Ons31]) K = K*.
Moreover, the second law of thermodynamics enforces K. Obviously, this is satisfied if the
matrices M and IL are symmetric and positive semi-definite. For our EEP estimates the
symmetry will not be important, since we will only rely on the positive semi-definiteness

A:M(c,u)A>0 and ¢-L(c,u)¢>0.

Of course, we will need quantitative lower bounds for Ml and LL. Indeed, starting from the
entropy functional & we consider the ERDS for y = (¢, u), which is derived formally from

y = K(y)DS(y) giving

(Z) = —div (M(c, u) (gg:gg:g)) - (L(C’ U)]?)CS(Q U)> in Q,
v-VDS(e,u) =0 and v-V3,S(c,u) =0 on 9.

Obviously the divergence-form of the equation for u together with the no-flux boundary
condition imply that the average internal energy

— 1
u(t) == @/ﬂu(zﬁ,x) dz

is constant along solutions of the ERDS. Throughout this work we assume that Q C R?
is a bounded domain with Lipschitz boundary and, without loss of generality, with unit
mass, i.e. |2] = 1. Thus, averages on €2 are simply equal to the integral over 2.

Typically in RDS there are further conserved quantities (like the total atomic masses
or the charges in semiconductor models), which we assume to be given by a matrix Q :
R! — R™ such that QLL(c,u)¢ = 0. Then, again using the non-flux boundary conditions,
we see that

Qc(t) = /QQc(t,x) dz € R™

is constant along solutions. In particular, we define the associated flow-invariant subsets

&(q,U) == { (c,u) € LY(Q)T+

c,u>0, u=U, QE:q}.



The strictly concave functional S has a unique maximizer, which is spatially constant and
which we denote by w(q, U) € ]0, 0o['. With this we define the relative entropy

Hqu(c, u) / (x)) dz with
Hqu(e,u) = S(w(g, U),U) + DS(w(q, U),U) - (C;WE%U)) — S(e,u).

Hence, we have Hqu(c, u) > 0 with equality if and only if (¢, u) = (w(q, U), U).
The entropy production P is now defined as the increase of S along solutions y(t) =
(c(t), u(t)), namely

Ply) = TS(y) = (DS(y), K(y)DS()).

which has a diffusive contribution Pp and a reactive contribution Pg given by

/Vy (2))Vy(z)dz and Pr(y) ::/QPR(y(x))da:
with W(y) = D*S(y)M(y )DQS( ) and Pg(y) = DS(y) - L(y)DS(y).

(1.3)

The aim of this work is to provide methods to derive entropy entropy-production (EEP)
estimates in the form

V(q,U) € Q3K (q,U) >0V (c,u) € S(q,U): P(c,u) > K(q,u)Hqu(c,u), (1.4)

which can be seen as a vector-valued generalization of the usually scalar functional inequal-
ities of log-Sobolev type.

Indeed, we emphasize that we do neither address the question of existence of solutions
for equations of the type (1.3) (see [Fisl5, Jinlb, DD*16] and the references therein for
recent advances) nor the question in which norms the exponential decay of of the solutions
can be established. We are content with the construction of K(q,U) > 0, which implies
that along sufficiently good notions of weak solutions we have the uniform exponential
decay of the relative entropy, namely

(c(0),u(0)) € B(q,U) = Hqulct),u(t)) <e K@V, y(c(0),u(0)) for all t > 0.

Clearly, this implies convergence (c(t),u(t)) — (w(q,U),U) in L'(2) when exploiting a
suitable variant of the Csiscar-Kullback-Pinsker estimate.
We discuss two possible strategies to establish the fundamental EEP estimate (1.4).
Both rely on estimating W and Pgr by suitable simplified functions, namely
1 1 1
W(e,u) > 6. diag(—, ey —,

c cr urv

) and (1.5a)

c P )

()" w(u)?

with G(a,b) = (a—b)(loga —logb) > 0. We show that these estimates can be realized for
ERDS of the form

(z) _ (((f;uAAC;)l) + (R(g, u)) with R(ec,u) = iﬁr(ﬁ;ﬂ—ﬁ%‘) (8"—a"), (1.6)

3

I
Pa(e,u) > w,Pr(e.u) with Py(e,u) == > G(w (1.5b)



if the reaction-rate coefficients satisty , > k, and if for all + = 1, .., I there exist p; > 0

such that the diffusion coefficients ¢; and the equilibrium functions w; satisfy the relations

4(51l 51—(5* ’ 2 / 2 "
pi < W and %(wz(u)) < (wi(u)) " —w;(w)w! (u) for u >0,

see Proposition 2.2, which establishes (1.5a). We interprete these relations as a bound on
cross-diffusion, since the heat equation without cross-diffusion should have the form

. . I, .1
i = —div (My.(c, u)Vg) with 9= 0uS(c,u) )+ ;CZM; w)/w;(u

see the discussion in Section 2.2. The assumption (1.5a) provides the lower bound

Pole,u) > d.po / (@ (= +ZcMB ) da

with po = min{p(£2, v, 1), p(Q, 1, 1)}, where the optimal generalized log-Sobolev constants
p(€2,7, ) are deﬁned in (3.6).

For PR of the entropy production we impose the finite-dimensional conditions
V(q,U)€Q I Kr(q,U)>0 Ve with Qe = q: Pr(c,U) > Kr(q,U)B(c|w(q,U)), (1.7)

which, for our mass-action kinetics, is equivalent to the unique-equilibrium condition that
¢ = w(q, U) is the only solution of R(e,U) = 0 satisfying Qc = q.

The counterpart of the convexity method for isothermal RDS developed in [MHM15] is
formulated in Theorem 3.2. Assuming that there exists a (U) > 0 such that the function

(c,u) — p(U) (U”)\B(u/U) + Z )\B(ci)> + Pg(c,u) is convex

we obtain the constructive lower bound

K(q,U) > min {x, Kg(q,U),d M}

1
Culq,U) *PQ LU+ Kr(q,0)
where the Cy is characterized in Lemma 3.1.

In Section 4 we discuss the generalization of the compactness argument developed in
[GIH97] for isothermal semiconductor models. There only the case d < 2 is treated because
of the coupling via the electric potential, but without this there is no dimension restriction,
see also [Miel6]. In contrast to the convexity method the theory is much more general,
but the result is also significantly weaker, since the constant K(q,U) in the EEP estimate

is not constructive and moreover, it also depends on an upper bound M for H, y, namely

V(q,U) € Q M >03Ky(q,U) >0V (c,u) € &(q,U) :

1.8
Hovleow) < M — Ple,u) > Kar(q, UHau(e, u). (1.8)

2 Thermodynamical modeling

Here we describe the general approach to obtain thermodynamically consistent models for
ERDS. We start from a concave entropy and derive the coupled system of PDEs as a formal
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gradient system as introduced in [Miella, Miel3]. Using the Boltzmann entropy for the
concentrations it is possible to reproduce the exact mass-action kinetics, if it satisfies a
detailed-balance condition, which we assume throughout this work. The detailed-balance
seems to be necessary for the gradient structure; however, the uniform exponential decay
estimates can be obtained under the weaker notion of complex balancing, see [DFT16,
Miel6]. Indeed it would be straightforward to generalize the present work on ERDS to the
case of complex-balanced kinetics, but we refrain from doing so in the interest of a simpler
notation.

2.1 The entropy functional

We study general systems that are thermodynamically consistent, in the sense that they
can be described as a gradient system in terms of the total entropy. We allow for I different
species X1, ..., X7, whose concentrations denoted by ¢;(t,2) > 0 form the density vector
¢ = (c1,...,¢1) - Q = [0,00[". In addition, we have the scalar internal energy density
u(t,x) € R. The total entropy S is the integral over the entropy density s = S(z, ¢, u),
where S(z,-) is a strictly concave function of (¢, u) € [0, 00[' xR, see e.g. [LiY99]. Thus,
we set

S(e,u) = /QS(:U, c(x),u(zx)) de.

The absolute temperature is now a dependent variable given by

1
O(t,x) = O(x,c,u) := PS5 et o) alt.a))

At a given point x € () and for a fixed internal energy the equilibrium densities are
obtained by maximizing the ¢ — S(z, ¢, u) providing the vector

w(a,u) = (wy (), wr (2, 0) € 10,00,
ie. DeS(z, w(x,u),u) = 0. One of the major difficulties in this work is that the vector w
depends on w, i.e. the local equilibrium concentrations depend on u, and hence implicitly
on 6.

So far, we also allowed for an explicit dependence on the material point = € €. Such a
dependence is crucial for ERDS posed inside of solids, e.g. in semiconductor physics where
¢; describes the concentrations of charge carriers. The dependence on x then models the
domains of the different materials including doping structures. However, for our work this
dependence is not essential, so we will drop it for notational simplicity. Following [GIH97]
it should be possible to adapt the subsequent analysis to the general case by using suitable
relative densities.

For later usage we give a suitable class of entropy functions based on the Boltzmann
entropy using the function Ag(z) := zlogz — z + 1:

1 1

S(e,u) = s(u) — Zwi(u))\B(wic(iu)) = S(u) + Z (ci log (w;(u)) — )\B(ci)>,

where S(u) = s(u) + I — Zwl(u)

i=1

(2.1)

The following result gives necessary and sufficient conditions on s and w; for the concavity
of this function S.



Proposition 2.1 (Concavity and monotonicity of S) Consider smooth functions s :
[0, 00] = R and w; : [0, 00[ — [0, 00[ and define S : [0,00[™ — R as in (2.1). Then,
(a) S is concave if and only if

Wi, W, .., wr, and S are concave; (2.2a)
(b) S is non-decreasing in u if and only if
wy, Wa, .., wr, and S are increasing. (2.2b)

Proof: We simply calculate the second derivative, which yields

L wi (u)
-1 01 .. 0 w;gu%
DS(eu) = | D (23)
0 ... 0 L wi()
c wr(u)
Wi whw | whw 82SI(C u)
wi(u)  wa(u) wr (u) “ ’

with 925(c,u) = 5" (u) + 3., ¢; w"(u)w;;f,u(g)(;];(u)p < 0. In particular, we find

() -ptstecn(§) = (1 + ooty 3 (G LY

()

and (2.2a) follows immediately since ¢; and u may range freely in [0, oo].
For (2.2b)part (b) we simply use 8,5 (¢, u) = §'(u) + 3.1, c;w)(u)/w;(u) and the fact
that ¢; and v may range freely in [0, col. m

The simplest example of a suitable entropy functional S(e,u) (cf. [Miel3, (3.9)] or
[HH*16, Sec. 4.3]) is given by the choices
S(u) = splogu  and w;(u) = r;u” with sg,r; > 0 and p; € [0, 1].

With p = (p1,...,pr) we then have the explicit relations

I
S(c,u) = (sop+p-c)logu + a(c) with 7(c) := Z <ci logr; — AB(Q’)) and
i=1
6 =O(c,u) =u/(so+p-c), u=Ul(cb)= (so+p-c)b.
Moreover, we may express the entropy and the free energy v = u — s in ¢ and 6, which
gives, using the shorthand ¢? := so+p-c > 0,
S(c,0) = S(c,U(e,8)) = c(logb +logc?) + 5 (c),
¥(c,0) =U(c,0) — 0S(c,0) = ?(1-Xp(0)) — 0(c(c) + c”logc?).

It can be shown that S is concave if and only if p; € [0,1/2] for all 4. Similarly, (-, 6)
is convex if and only if p; € [0,1/2] for all <. This shows that ¢ is not a good variable to
describe ERDS.

This family can be generalized substantially by choosing a continuously differentiable
function V' : [0, 0o[ — ]0, 0o such that

V'(u) > max{p; |i=1,...,1} forall u> 0.

6



Then we define ¢ : [0, 00[ — |0, 00| via ¢'(u) = ¢(u)/V (u), #(0) = ¢o > 0 and set
wi(u) = rip(u)” fori=1,.,1 and 5(u) = solog (¢(u)),

with r; and p; as above. The monotonicity of w; and 5 is obvious, and the concavities
follow from
wi(u) <0 = (1=p)(¢)* 2 ¢¢" = V' =pi

The result for 5 is obtained the same way but with p = 0. The special form with the same
¢ for each w; leads to the explicit relation V' (u) = (So+p~c)9, which now may be nonlinear,
but is still monotone.

2.2 Diffusion and heat transfer

Our ERDS will be of the general form

(2) = div (M(c, u)V(i)) i (R(g, u)) in Q, v(z) -1 on 9. (2.4)

Here M (¢, u) could be a tensor of forth order to model anisotropy, however, only consider
M (c,u) € RUFD*U+D) gych that M contains the mobilities of the species X; with densities
¢i, the heat conductivity My 41 as well as the cross terms M; ;11 and My, ,. Of course,
we also allow for cross diffusion between the species, i.e. M;; may be nonzero for ¢ # j.
One way of generating suitable matrices M is by using an diffusion Onsager operator

K (e, u) (z) = —div (M(c, u)V(i)), where M(ec, u) = M(c,u)" > 0.

Then, we generate the matrix M by applying Kgg to S, namely

<é) — div (M(c,u)V (2)) — K(c, u)DS(c, u). (2.5)

u

By using that (5) =DS(c,u) = (8]33%2)) we find the relation

M(c,u) = M(c,u)(—=D*S(c, u)).

Hence M may be non-symmetric, but it is the product of two symmetric matrices, which
implies that it is still diagonalizable with real eigenvalues.

Of course, the simplest choice for M(e, u), which is often used nevertheless, is simply to
take M as a scalar multiple § of (—D?S(e, u))_1 like in the case of Wasserstein diffusion,
see [JKO98, Ott01, LiM13]. It is still an open problem to construct sufficiently large classes
of mobility tensors M, such that M = M(—D?2S8) is sufficiently simple to allow for existence
results for solutions.

In the present work we do not discuss the structure of M, since we do not need the
pure diffusion equation (2.4) with R = 0 to be a gradient system with respect to S. The
Onsager form in (2.5) and the choice M = —MD?2S is just an easy way to generate a large
class of admissible mobilities. Our focus concerns the entropy production generated by M
along solutions of y = div (M (y)Vy), viz.

d

&S(y) = /QDS(y) cydr = /QVy - (=M (y)D*S(y))Vy dz =: Py (y). (2.6)

7



Thus, we have to choose M such that Pgg(y) > 0 for all y. This is clearly implied by the
condition that the symmetric part of —M (y)D2S(y) is positive semi-definite. However,
using suitable integration by parts (which is equivalent to exploit null-Lagrangians) there
may be more cases, see e.g. the theory developed in [JiMO06].

To obtain our desired uniform exponential decay estimates we need a suitable quanti-
tative lower bound Puig(y) > 0.P,(y), for which we choose

~ 2 1 2
P,(c,u) = /Q (M + ; Wc—(?'> dz, where v € [0, 1]. (2.7)

u?=

The parameter v for the internal energy relates to the fact that typical entropy functions s
are of the form s(u) = syu” for v € 10, 1[ or s(u) = s¢logu for v = 0, while the Boltzmann
entropy Ag(z) = zlog z — z + 1 for the densities ¢; corresponds to the case v = 1.

The following result provides conditions on the entropy S in (2 1) and a constant

diagonal matrix M such that Py can be bounded from below by 77

Proposition 2.2 (Entropy production by linear diffusion) Assume that S is given
by (2.1) with w; and § strictly increasing and concave, and that there exists 7y, p; € 10,1]
fori=1,....1 and 0 > 0 such that

(2.8)

K3 3

Vi, u>0: —w(u)w](u) > 1_Pi (w’-(u))2 and —35"(u) >

Then, for the constant diagonal matriz M(y) = diag(dy, ..., 07, 6y) with §;,0, > 0 the en-
tropy production Pag defined in (2.6) satisfies the lower bound

Pi (5z+5u)2

Paet(c,u) > 5*737(0, u) with §, = min { duS0, (c& BT

) ‘i: 1,...,]} (2.9)
for all (e,u) with \/c;,u?* € H(Q).
Proof: An explicit calculation using D*S from (2.3) gives Pag(y) = [, Q(y; Vy) dz with

’VCZ

/ J—
— (0;+0y) iVu-Vci+§uczw|V | )
w; ’LU

%

Q(c,u; Ve, Vu) = —6,8"|Vu |2_|_Z(

where we dropped the argument u from s and w; for notational simplicity.
Abbreviating a; = w}/w; and using the assumption (2.8) we obtain the lower bound

VC-P 0uCia
. > ll 0 2 ’ v — . . . . 4
Q(e,u; Ve, Vu) |V |* + g <5Z c (0;+04)a;Vu - Ve; + |V | )

) 7
=1

R pi(8i+0,)2\ |V |2
> IVl +;(5i— ) e (2.10)

where we estimated by Young’s inequality each term in the sum individually. This proves
the assertion. [



Remark 2.3 (Dropped mixed terms) In estimate (2.10) we dropped a positive term
to eliminate the mixed terms Vu - V¢;. Dropping the index i for simplicity and letting

~ 2511 ~ pz(51+5u)2 . =
R = m, P = 4—511, and A(U) = ’UJZ(U)
this term takes the form
~ |Vc|2 / 1oN\2 2 ~ 2
p( —2A"(u)Vu - Ve + cA'(u)?|Vu| ) = cp|V(logc) — V(log A(u))|

2 5 2
_ P 12 201
‘ = —c “Au)

= cﬁ‘VIog (c/A(u)) o

CO{
V()|
(A(u)a
where a > 0 is arbitrary. For a way that this term is exploited, we refer to [HH*16,
Prop. 6.2], where w(u) = u*/?, §, = 6 and p = a = 1/2 giving A(u) = u.

The estimate (2.9) is of course only useful for §, > 0. For the case M = §I;,, this is
the case with 0, = dmin{1—p; |i = 1,..,1}. If the diffusion constants are different we
obtain restrictions on the p;, namely we need

46;04

p< Gy <L (2.11)
This provides an interesting connection between the entropy structure and the diffusion
mechanisms. Indeed, this connection may be attributed to cross-diffusion, if we take into
account that the temperature is defined via = 1/9,5(¢, u). In thermodynamical modeling
it is usually assumed that heat flow is not driven by Vu but rather by V6 (or more precisely
by V(1/0) = V(0,5(c,u)), see e.g. [AGH02, Miel3]. Thus, our system written in terms
of (¢, u) must have cross-diffusion when written in terms of (¢, ). More precisely, for S in
(2.1) we have

—chl- + aiVu 4
VDS(c,u) = ( ; ; ) with a;(u) = wi(w)
(3743 ca))Vu+ 31 a;Ve wi(u)

To generate a term that is always proportional to Vu we need to take a very specific
combination of the components of VDS(¢, u), namely

I

V (9uS(c,u)) + Z a;c;V (0, S(c,u)) = (?’(u) + Z Ci%)vu.

i=1
In turn, this implies that the linear decoupled diffusion system y = M Ay with the constant
matrix M = diag(dy, ..., dr,d,) can be written in the Onsager form (2.5), i.e.

(?) = M@Z) — (“ﬁ?&w’) — K(c,u)DS(c, u) = — div (M(c, u)V(DS(e, U>)),

u
if the mobility matrix M(e, u) € RUFDXU+1) gatisfies the relation
M(Ca U) (Oa ) 07 1)T = m<c7 U) (Clal (U), ) C]&[(U), 1)T

for a suitable scalar function m. Recall that the case w;(u) = r;u” leads to a;(u) = p;/u,

i.e. we have pici
Mi’]_;,_l(c, u) = fﬁ(c, U) ;l

fori=1,...,1.

Thus, we may interprete the condition (2.11) on p; as a condition on the strength of cross-
diffusion.



Remark 2.4 We may check whether M = diag(dy, ..., 0,) can actually be generated by an
Onsager operator with M. For this we use the block inversion formula

-1
ct |Cct C - 1
— ‘ a = —{—ua?a ‘ M) with — =o0p—a-C a.
(C a) ‘ (o) —ua ‘ 7 7]

Thus, using (2.3) we can calculate M(c,u) = M(—D2S(c, u))_1 explicitly, which leads to

51014‘#(%)2 e % 51#@%
M(ca u) = Clclw/]wll 5 . c[w’I 2 5 w’I
Twrwr 101+M( w; ) THCIr
5u,u01% e 5uﬂclz_§ 6u,u
with %L = —35"(u) — 25:1 Ci 1’5}{((’3)) > 0. Obviously, this matrix is only symmetric if §; = 0,

for all i; however, one can check that the symmetric part of M is positive definite under
the conditions for which 6, in (2.9) is positive.

It remains a challenging open question to find suitable symmetric and positive semi-
definite mobilities M(e, u) and suitable entropies S(e,u) such that the induced diffusion
matrix M(c,u) = —M(ec,u)D?S(e,u) is nontrivial but still simple enough to allow for
an existence theory for solutions. Some results are available for the isothermal case (e.g.
[BD*10, LiM13]), but nothing exists in the non-isothermal case.

2.3 Mass-action reaction kinetics

Next we discuss the reaction part ¢ = R(c, u) in the ERDS (2.4), which is a simple ODE,
where the internal energy u > 0 acts as a parameter. Thus, the theory for the kinetics is
very close to the isothermal one, if we take care properly of the parametric dependence on
u.

First we observe, that for a fixed u our entropy ¢ — S(e, u) in (2.1) is, up to a constant,
a classical Boltzmann entropy with the thermal equilibrium ¢ = w(w). Thus, our basic
assumption is that S(-,u) is a Liapunov function for ¢ = R(c,u), i.e.

Preact(c,u) := R(c,u) - DeS(e,u) > 0.

Indeed, as for the diffusion part, we want to quantify this relation to obtain exponential
decay.

Second, we specify the reaction terms further and assume mass-action kinetics with R
reaction pairs for the species Xy, ..., X; given by

ki
al Xy +--af Xy &= BXy+-- 81X

r
bw

Here of, 8] € Ny are the stoichiometric coefficients and ki, and ki are the forward and
backward reaction-rate coefficients of the rth reaction. Defining the stoichiometric vectors
a” = (af); and B" := (B7); in N} the associated reaction-rate equation reads

R

¢ =R(c,u) =) (ki (w)e™ =k (u)e®) (8" — ).

r=1
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Third, we assume the detailed-balance condition for the R reaction pairs
(DBC) Vr=1,.., RVu>0: K (u)(ww)® =k, w)(ww)’ = k@), (2.12)

which means that all the reactions pairs are simultaneously in balance at the thermo-
dynamic equilibrium w(u). We emphasize that this condition is stronger than needed:
following [DFT16, Miel6] it should be possible to generalize our arguments to the case
of complex-balanced reaction-rate equation, where still a quantitative estimate between
the entropy production and the entropy is possible. For simplicity we stay with the DBC
(2.12) and follow the approach developed in [Miella, Miel3, HH*16]. Using D.S(c,u) =
—(log(ci/wi(u)))i:L__J we obtain the special form

R .
c c?

¢=R(c,u) = Z ﬁr(u)( - — ﬂ7,) (B"—a") = L(c,u)DcS(c,u), (2.13)

w(u)*  w(u)

where the monomials ¢ are defined via H ., ¢;" and where the Onsager matrix L € R/
is a sum of rank-one contributions for each reaction, viz.

a—b

R
= > WA G wiir) (o =)@ (o =8) with Aa,b) = (=,

We now define the entropy production through reaction via
Preact(c,u) := —R(c,u) - (log(ci/wi(u)))i =D.S(c,u) - L(e,u)DS(e,u) > 0. (2.14)

Remark 2.5 (Arrhenius-type reaction-rate coefficients) It is also possible to con-
sider reaction-rate coefficients k, > 0 depending on ¢ and u, which leads to an implicit
dependence on the temperature, e.g. k,(c,u) = A, exp (—ETE)US(C, u)/R) = A, exp (_R%),
where E, is the activation energy and R the gas constant, see [BoD15, DD*16].

Fourth, we remark that IL usually has lower rank, because the stoichiometric subspace
S:=span{a’"-8"|r=1,.,R} CR’

may have a dimension mg := dim'S less than /. In that case (2.13) has natural conserved
quantities (often called conservation of atomic masses) which can be described by a matrix
Q : RY — R™ where m = I—mg such that

kernel(Q) =S and range(QT) =St ={¢cR |g¢v=0forveS}.
Obviously, solutions of (2.13) satisfy Qe(t) = Qe(0) and thus stay inside the convex sets
Cqy:=c(0)+S N [0,00[", where q:= Qe(0).

For later usage we also define Q C R™x]0, oo[ as the set of all relevant conservation values,
namely

Q:={(q,U) = (Qec,u) € R™ | (e,u) € [0, 00 x]0, 00[ }.

Note that U = 0 is the case of zero energy, which implies u(t,z) = 0 for all ¢ and x, which
reduces to the case treated in [DeF06, DET16, FeT16, Miel6]. Hence, it is no restriction
to assume U > 0 subsequently.
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Finally, we remark that for each fixed v and q = Qc(0) there exists a unique maximizer
w = w(q,u) of S(-,u) on Cy such that

w(q,u) := argmax{ S(e,u) ’ ce C, } = dnp e R™ (log (W;((z;;) ))1 = Q'n. (2.15)
Here n € R™ is the Lagrange multiplier associated with the constraint Qe = g. Since w(u)
is a global maximizer of S(-,u) we obviously have w(q,, u) = w(u) if q, = Qw(u).

Since Q(a"—B") = 0 for all r, it is easy to see that each w(q,u) is a steady state of
(2.13) and, moreover, it still satisfies the DBC (2.12), see also [MHM15, Sec. 2.1]. Thus, if
necessary, we may assume that for a given initial condition we already have Qc(0) = Quw(u).

We now return to the question of quantitative estimates for the exponential decay. As-
suming that all reaction-rate coefficients x,(u) are bounded from below by k., the reactive
entropy-production Preact(c, 1) as defined in (2.14) is bounded from below by k. times the
simplified entropy-production potential

R I oo o
Pr(c,u) = Z; G<w(u)°‘” w(u)ﬂr) with G(a,b) = (a—b)(loga —logh) > 0.  (2.16)

Our major assumption for both methods is that ﬁR(', u) vanishes in each stoichiometric
subspace Cy exactly in one point, namely w(q, u). Using the special structure of R(-,u)
induced by the mass-action kinetic and the detailed-balance condition this is equivalent to
the condition that R(c,u) = 0 has exactly one solution in each Cjy, , namely w(q, u). We
formulate this Unique-Equilibrium Condition (UEC) for later reference:

(UEC) {ceCy| ]3R(c, u)} ={w(q,u)} ={ce Cq| R(c,u) =0}. (2.17)

Since it is well known that any additional solutions of R(c,u) = 0 have to lie on the
boundary of [0, co[’, one easy sufficient condition for the UEC is that no reaction contains
an autocatalytic species, which means that o] and /] are both positive. Hence, we have
the implication

(Vz’ — 1, Jandr=1,.,R: a8 = o) — UEC holds.

We refer to [Fei73, GIHI7] for more details. Using the relative Boltzmann entropy B (c|w)
defined in (1.2) the UEC allows us to show that

V(q,U) € Q IKr(q,U) >0Ve e Cyq:  Prle,U) > Kg(q,U)B(c|w(q,U)).  (2.18)
Indeed, this follows from a compactness argument for ¢ € Cqu (), Which is a special case

of the result in Section 4.

2.4 Combining entropy production from diffusion and reaction

We return to the full ERDS

(z) = div (M(c, u)VG)) + (R(g, u)) nQ, v- v(i) =0 on 99, (2.19)

and consider sufficiently smooth solutions (e(t, -), u(t,-)) : Q — [0, 0o[' ™. From the no-flux

boundary conditions on 92 and the fact R(c,u) € S we deduce the conservation relations
/ u(t,z) dr = / u(0,2)dz =: U and / Qc(t,z) dox = / Qc(0,z) dz =: q.
Q Q Q Q
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Thus, the solutions (e, u) will stay inside the sets

&(q,U) = { (e,u) € LL(Q)!+!

u,c; >0, /udx:U, /chx:q}. (2.20)
Q Q

Clearly, &(q, U) contains exactly one constant state, namely (w(q, U), U).
For a fixed (q,U) and using the concave entropy density S we define the nonnegative
and convex relative entropy density

Hqu(e,u) := S(w(q,U),U) + DS(w(q,U),U) - (¢=w(q,U),u—U) — S(c,u).

Similarly, for entropies s(-) only dependent on the internal energy u, we define
R I
huy(u) = s(U) + s (U) - (u—VU) —s(u) and hy(u) = hy(u) + I — sz(u) (2.21)
i=1

Clearly, hy(u) > 0 and Hqy(c,uw) > 0 with equality if and only if (¢, u) = (w(q, U), U).
We define a relative entropy functional on L!(Q)*! via

Hqulc, u) = /QH%U (e(z),u(x)) dz

which is convex and non-negative. The unique minimizer is the constant function (¢, u) =
(w(qg, U), U) which lies in the convex set &(q,U). Moreover, by construction we know that

V(c,u) € 6(q,U) :  Hqule,u) =S(w(q,U),U)) —S(c,u).

Thus, for solutions (¢(t), u(t)) in &(q, U) the entropy production can be calculated via

%S(c, u) = —%Hq(c, u) = Ple,u) = Pag(e, u) + Preact (€, 1) (2.22)
where Preact(c, 1) = / Preact(c(z), u(z)) de. (2.23)
Q

Under the assumptions of Sections 2.2 and 2.3 we know that Pgg(c,u) = 0 if and only
if (¢,u) = (€,7), i.e. all functions are constant. In contrast the condition Preact(c, u) = 0
implies that (e, u) are in local equilibrium only, i.e. (e(z), u(x)) = (w(q(z), u(x)), u(x)) for
arbitrary functions (g, w) : Q@ — R™x[0, oco[. However, combining these two conditions and
the property (c,u) € &(q,U), we see that the entropy production P(c,u) restricted to
S(q, V) is 0 if and only if (e, u) = (w(q, U), U).

Thus, it is natural to ask whether there is a EEP estimate of the form

V(q,U) e Q3K(q,U) >0V (c,u) € S(q,U): Plc,u) > K(q,U)Hqu(c,u). (2.24)

To establish the above estimate it is convenient to estimate the two terms in P by its model
contributions, namely

Paig(c,u) > 5*737(0, u) and Preact(c, u) > H*73R(c, u),

where Pg(c,u) = /QﬁR(c(x),u(x)) dz

(2.25)

with 7/% and Py from (2.7) and (2.16), respectively. In the sequel we will hence simplify
the analysis and the notation by only estimating P, (¢, u) + Pr(c, u) from below by Hqu,
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and moreover by always assuming that ¢ = Qw(U). As was explained in Section 2.3 this
is always possible by adjusting w suitably. However, we need to be sure that this does not
change the necessary structural properties of the vector-valued function u — w(u), such
as monotonicity and concavity, see Section 2.1. However, when fixing on U and q we can
change w(-) by pre-multiplying it with the diagonal matrix A = diag(e™, ..,e), where
a = Q"7 is the vector given in (2.15). Then, obviously the new vector-valued function
w(u) = Aw(u) satisfies w(U) = w(q,U). However, such a pre-multiplication does not
change any of the properties we assumed so far or we will use later. Of course, this will
change all the constants, in particular K(U, q).
Thus, with a slight abuse of notation we will use the notation

S(U) = { (c,u) € LY(Q)"! ‘u,ci >0, /udx =U, / Qc dzr = Qw(U) },
Q Q
which leads us to our remaining task, which is to show the following estimate:
YU>03K(U) >0V (c,u) € SU):  (Py(e,u)+Pr(c,u)) > K(U)Hy(e,u), (2.26)

where Hy = Hquw(uy,u and 7:[\U(c, u) = [, ﬁu(c, u) dr = Hquwu),u(c, u). Clearly, if (2.26)
holds, then we obtain the bound K(Qw(U),U) > min{0., /{*}X(U) in (2.24).

3 EEP estimates via convexity

In this section we describe the general method on how to obtain estimates of the entropy
in terms of the entropy-production by using a convexity argument in the way as derived in
[MHM15] for the isothermal case. It is based on the fact that the diffusion part Pgg can be
estimated by the log-Sobolev inequality and variants of it, see Section 3.1. If this method
works it provides stronger results that are not dependent on the entropy of the initial
condition as in the case of the compactness method from [GIH97] discussed in Section 4.

3.1 (Generalized log-Sobolev inequalities

For a > 0 we consider the entropy functions

a(alfl) (z*—az+a—1) foracR\{0,1},
Fo(2) =9 M(z) =zlogz—2z+1 fora=1, (3.1)

z—logz—1 for a = 0.
We see that all F,, are convex and satisfy F,, (1) = F/(1) = 0 < F,(z). In particular, we

have F!/(z) = 272 > 0. Moreover, for a > 0 we have the monotonicities

z 1

aa(aFa(z)) = mﬂ (zo‘_l) > (0 and 8a((1—a)Fa(z)) = _?Fl (zo‘) <0. (3.2

Thus, for all @ € ]0,1[ all these entropies are equivalent:

1—
O<ayy<m<l = a2 F.,(2) < F,(2) < %Fag(z)
1—0(1 631
Moreover, we have F; = Ag and the following identities
Fi(uww) = vF(u) + uFy (v) + (u—1)(v—1), (3.3)
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a“Fy(uja) = Folu) + —— —u . (3.4)

Using @ = [, u(z) dz an integration of (3.4) gives
EO‘/ F,(u/u) dz = / F,(u)dx — F,(u) (recall || =1). (3.5)
Q Q

Crucial for the forthcoming analysis will be the following estimate, which can be seen
as a generalization of Poincaré and the log-Sobolev estimates, namely

Vul? . )
—dz > p(Q,v,a)T i F,(u/u) dz, (3.6)

Vu > 0 with u"/? € HY(Q) : 5
Q u

where p(€2,7, @) is supposed to be the optimal constant. The monotonicity (3.2) implies
«
0< a1 < (g — p(Qa/%O[l) S a_lp(ny)aQ)'
2

If 24 is the Lebesgue power for the embedding H!(Q) C L% (Q) for a bounded Lipschitz
domain  C R? (namely 24 = 2d/(d—2) for d > 3), then p(Q,~, a) is positive if y24 > 2
and a < y+2/d, see Appendix A. The case o« = v = 2 is the Poincaré estimate, while
a =y =1 is the log-Sobolev estimate, which we will be crucial for the concentrations c;.

However, for the internal energy, we want to use an entropy function F, with a =~ €
[0,1]. Since the entropy functions are equivalent for « € |0, 1[ and have a linear growth,
a positive constant p(€),v,a) can only exist if 2,7 > 2. Subsequently we will often use
p(€2,7,1) > 0 which certainly holds for 724 > 2. Indeed this is a special and simple subcase
of the compactness arguments developed in Section 4.

Considering the case of gas dynamics, where the entropy s(u) = sglogu is relevant, it
is interesting to note that the case @ = 7 = 0 is still possible, but only in dimensions d < 2,
see Appendix B.

3.2 The general setup of the convexity method

We now want to develop ideas to establish estimate (2.26) for fixed U > 0 and (¢, u) € é(U)
The main point is that the diffusion part 7/5 of the entropy production has a lower bound in
terms of functionals that only depend on the point values (¢(x), u(z)) and no derivatives.
These functionals then need to be combined with PR to find an upper bound for HU
Thus, all the latter functionals only involve point values (¢(z),u(z)) and no derivatives,
so it is natural to seek for pointwise estimates of the integrands. However, in general this
cannot work, since we need to involve the constraints arising from (c,u) € &(U), namely
Q¢ = Qw(U) and @ = U, and to exploit the ODE decay coefficient K (U) := Kg(Quw(U), U)
from (2.18).
For the densities ¢; we use the classical log-Sobolev estimate with pi = p(£2,1,1):

/ |ch dz > pS%B (c:|2) _pQ/QEMB(cZ-/@') dx:ﬂ%(/g)‘B(Ci) dx_AB(Ei))‘

For the internal energy the necessary estimate in the general case is fQ E” u)|Vul? do >
Cy Jo hu(u) dz for all v with @ = U. Recall the definition of hy and hy in (2.21). The

assumptlon in Section 2.2 already imposed h{}(u) > §/u*™7 for some v € ]0,1[. Hence,
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setting pb® := p(Q,v,a) > 0 (cf. (3.6)) for a suitable a > v we can use the following EEP
estimate for the internal energy:

2
Vu withw=U: [Vl dz > p5*U7 [ Fo(u/V) da. (3.7)
o U7 Q

For controlling the deviation of u from w, it would be sufficient to use a = ; however, we
will use F,, with a@ > 1, because a higher value for « is advantageous for the subsequent
convexity condition. We further assume

YU 3C,(U)>0Vu>0: U'F,(u/U) > Cy(Uhy(u). (3.8)

For the case s(u) = sou” we have hy(u) = soy(1—7)UE, (u/U), ie. Cp(U) = 1/ (sov(1—7))
can be chosen independently of U.

Combining this with the estimates for the densities we obtain the desired lower bound
for P, in terms of derivative-free functionals, namely

P.(c,u) > pQ/Q (mFa(u@)/U) +%B(c(z)|1) — B(e] 1)) da,

where @ = U, pq = min{p, p5*}, and 1 = (1,1,..,1).

(3.9)

Since the desired relative entropy reads Hy(c,u) = hy(u) + B(c|w(u)), but the ODE

decay rate Kg(U) = Kg(Qw(U),U) involves the relative Boltzmann entropy B (c|w(V))
with respect to the fixed value w(U), we need the following useful lemma.

Lemma 3.1 (Comparing relative entropies) Assume that the functions w; : [0, c0[ —
[0, 00| are increasing, concave, and satisfy w;(0) > 0 and that (3.8) holds, then there exists
a constant Cy(U) such that

V(e,u) € 0,00 Hy(e,u) = hy(u)+B (c|w(u)) < Cy(U) (U F,(u/U)+B(c|w(V)))

Proof: Using (3.8) it suffices to show the assertion with U7F,(u/U) replaced by hy(u).
Hence, we define H(c,u) = hy(u)+B (c|w(V)) and see that H and Hy are nonnegative
and vanish only at (¢,u) = (w(U),U). Since both functions behave quadratically near this
point, the upper estimates follows by compactness for all bounded domains.

For large (c,u) we have H(c,u) > B(c|1) + L (u+|c|) — C and Hy(c,u) < B(c|1) +
C(14u+plel+|w(u)|r), where g = — min; logw;(0). Since |w(u)|; < C(1+u) the desired
result follows also for large (e, u). n

Now we are able to state our major result for the convexity method. The resulting

decay rate K (U) is dominated by K*KR<U) which is the pure reaction decay and by d,pq,
which is the decay rate for pure diffusion. However, as in the isothermal case, see [MHM15,
Thm. 3.1], the latter coefficient is multiplied by a factor n = Kr(U)/(u(U)+Kg(U)) < 1
that stands for the interplay of reaction and diffusion, since u(U) measures how much
convexity induced by diffusion is needed to convexify the typically non-convex reactive
entropy production Pg.

Theorem 3.2 (Convexity method) Consider S(c,u) = s(u) — B(c|w(u)) and let hy
be defined as above, satisfying pq > 0 in (3.9), Cy(U) > 0 in Lemma 3.1, and the unique
equilibrium condition (2.17), i.e. Kr(U) > 0 in (2.18). We define the function

Guu(e u) == p(UF,(u/U)+B(c|1)) + Pr(c, u)
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and assume the following convexity condition:
YU 3uU)>0:  Guuyu: (0,00 = [0,00] is conves. (3.10)

Then, we have the following FEP estimate

VY (c,u) € G(U) 5*7/57(6, w)+k.Pr(c,u) > K(U)Hy(c, u)
| , - Kr(U (3.11)
with K(U) = ) min {F&*KR<U), dePa (U)+ AR(U)}

Proof: Defining Hg(c,u) = U"F,(u/U) + B(c|1) — B(e|1), choosing § € ]0,1[, and
setting M (0,U) = min{k., (1—60)d.pa/n(U)} the assumptions yield the estimate

~

5.7, (¢, u)+r.Prle,u) > /

<5*pQHB(c, u) + K*ﬁR(c, u)> dz
Q

> Hd*pQ/QHB(c, w) dan‘—l—M(H,U)/Q (Guuyu(e,u)—u(U)B(€|1)) dz

Jensen

=y 00ebo / Hg(e,u) dz 4+ M(0,U)(Guw)u(@ 0)—u(U)B(€|1))
. Q

— 96.p0 /Q Ha(e,u) de + M(0,U) (1(U) 0 + Pa(e, V)

where we used @ = U and F,(u/U) = 0 in the last identity. Employing the ODE estimate
(2.18), where we use Q¢ = Qw(U) following from (¢, u) € &(U), we continue

(5*737(c, w)+kPrle, u) > 06,pq /Q Hg(c,u)dx + M (0, U)[?R(U)%(E‘w(U))
> N(6,V) /Q(U”Fa(u/U) +%B(c|1) —B(c|1) + B(c|w(V))) dz

=a) N(6,U) /Q(UVFa(u/U) +B(clw(V))) dz > J(\;Ef(lhj)) /Q(hu(u) + B (c|w(u))) da.

where N(6,U) = min{68,pq, M (6, U)Kg(U)}. For “=(+” we used the general identity
B (| 1) — B(b|1) +B(b| @) = B(e|@) + 3 (e-b)log

for b = €. Since w = w(U) is spatially constant, the sum on the right-hand side cancels
upon integration over ). For the estimate “>()” we used Lemma 3.1, and the result is

established if we choose the optimal 6 = Ky /(u+Kg). =

In the above theorem we have given only the simplest form of the convexity method.
As is shown in [MHM15], there are several ways to generalize the method (i) by replacing
the convexity assumption by an estimate on the convexification (cf. [MHM15, Sec. 3.3]) or
(ii) by using higher entropies F, with a > 1 instead of F} = A\g for the densities ¢; (cf.
[MHM15, Sec. 3.4]).

Note that we already used the higher-order entropy F, for the internal energy, since
F, and hy only have linear growth, which would gives less strict convexity to be exploited
for compensating the missing convexity of ]3R. Indeed, we will see in Section 3.3.3 that
a=1>~=1/2is useful. Thus, it is crucial that we have p(£2,v,a) > 0 for some o > 1,
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which is a well-known fact in finite space dimensions. The optimal constant p(£2,v, a) is
positive for a € ]0,7v+2/d] if v € 10,1 and d < 2 and for a € |0,7+2/d] if v € |[1-2/d, 1]
and d > 3, see e.g. [Mit14] and Appendix A. In particular, a = 1 is always admissible.

In the following we will apply the method to a simple example and leave a general study
for future work.

3.3 A simple ERDS with scalar ¢

To give a first impression of the convexity method we consider one chemical species with
density ¢ > 0 that can react with the background by absorption or generation. This
reaction is steered by the local value of the internal energy u(t, z).

3.3.1 General description of the simple ERDS

More precisely, we consider the semilinear system
¢ = 6uAc+ k(c,u) (f(w(w) — f(c)), U = 0y Au, (3.12)

on a bounded Lipschitz domain with no-flux boundary conditions. Here w(u) is a given
function determining the equilibrium concentration ¢ = w(u) for a given internal energy.
The function f : [0, 00 — [0, o] is assumed to be smooth, strictly increasing and satisfying
f(0) = 0. The positive reaction-rate coefficient k = k(c,u) gives the strength of the
reaction.

We now redo the above estimate on this concrete example and try to make the con-
stants as explicit as possible. For a fixed U and an entropy density S(c,u) = s(u) —
w(u)Ag(c/w(u)) we construct the relative entropy via

Huy(c,u) /HU x))dx, where (3.13)
Hy(c,u) = hy(u) + w(u ))\B( ) with hy(u) = s(U) — s'(U)(u—U) — s(u).
The entropy production terms read
Ple,u) = 0:Pe(c,u) + 0, Pulc,u) + Pr(c,u) with (3.14a)
_ (1 62_w’(u) ¢-Vudz
Pe(c,u) = /Q C|V | o) Ve - Vude, (3.14Db)
_ [ v c-Vu c—w/2 — Wt G ul? dz c
Pu(c,u)—/ﬂ Ve + () [ Vul d, (3.14c)
Pr(c,u) = /QPR(c(a:),u(x))daz
with Pr(c,u) = k(c,u)(f(c)—f(w(w))) log (w(u)) (3.14d)

Obviously, we have Pgr(c,u) > 0, but P. and P, are only non-negative individually if
w'(u) = 0, which is a manifestation of cross-diffusion.
Proceeding as in Proposition 2.1 we assume that there exists p € ]0, 1[ such that
1

46.0,

P Gy P (). (3.15)

<1 and Vu>0: —-wuw'(u)>—
p
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Then, the sum is non-negative and has the lower bound
2
5o Pe(c, 1) +8.Palc, u) > /“waﬂvd + 5.R (u nvuﬁ)dm
Q

where the reduced diffusion coefficient reads 67 = 6.(1 — p(d.+04)?/(46.6,)) > 0, and
hu(u) = hy(u) +w(u) is as above, e.g. convex.

3.3.2 A first simplistic EEP estimate

A very simplistic first result is the following, which assumes that the reactive entropy
production Pg(c,u) dominates the relative entropy w(u)Ag(c/w(w)) for all (¢,u), which
essentially means that the ODE ¢ = R(c,U) has a uniform exponential decay towards the
equilibrium w(U), independently of U.

Proposition 3.3 (Simple decay result) If for all U > 0 there exist positive constants
kp(U) and kg such that

VueLiy(Q), u=U: //};”(U)|VU|2 dz > k:D(U)/ hy(u) dz,
V(c,u) € ]0,00[2 : Prlc,u) > krw(u)Ag(c/w(u)),

then we have the EEP estimate

~

V(c,u) € &(U): P(e,u) > min{d,kp(U), kr} Hu(c, u).

Obviously, this result follows simply by estimating [, w(u)Ag(c/w(u)) dz by Pr and
fQ hy(u) dx by P, separately, which only works in very special cases.
The result can be applied to the ERDS (3.12) for the choices

w(u) =u", s(u) = sou” with so > 1>~ >0,

3.16
fle) = & with B>1, and k(c,u) = PRGN ( )

Then, setting ¢ = zw(u), we have

Pr(c,u) _ (1) (P —w(u)?)log(c/w(u)) . (27—1)log 2
w(w)As(c/w(u) w(u)Ap(c/w(u) T ()

Furthermore, we have hy(u) = soy(1—y)U"F,(u/U) and hu(u) = (1=1/s¢)hy(w), which
makes kp(U) independent of U.
We summarize the result as follows:

> Ky

Corollary 3.4 (Simplistic EEP) We consider the ERDS (3.12) with the choices (3.16)
and set S(c,u) = sou” —uIAg(c/u?). Assume further

40,6,

_ << oY
1 Wd—7—<¢+@y’

(3.17)

then we have the following EEP estimate

V(c,u) € SU):  Ple,u) > KHylc,u) with K = min{m*,éusosglp(Q,%y)} > 0.
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Of course, in the given case with (c,u) = k,u?~# we have uniform decay of ¢ in the
ODE ¢ = k(c,u)(u"?—c?). Hence, it is very easy to show that every solution of (c,u) of
the ERDS (3.12) converges to the equilibrium (w(U), U). Nevertheless the above result is
interesting, since it is not so clear that the functional Hy satisfies the differential inequality

%Hu(c(t),u(t)) < —KHy(c(t), u(t))

uniformly of all solutions in @(U)

3.3.3 A nontrivial case of the simple ERDS

The strength of the convexity method lies in the fact that it also can be used in some cases
where the reactive entropy production Pg(c,u) does not provide an upper bound for the
relative entropy ‘B (c|w(u)) We only give one nontrivial example, namely the special case
(3.16), but now specify v and 3 as well, namely

w(u) = (u+b)"%,  f(e) =, k(e,u) =k, = const., s(u) = 2u'/?, (3.18)
for some b > 0. Thus, the relevant relative entropy reads
Hy(c,u) = hy(u) + (u+b)/?\g (c/(u+b)1/2) with
hy(u) = U—1/2<u1/2 _ U1/2>2 _ ul2 Fl/z(u/U)

2

(3.19)

However, we now use a higher order entropy for u, namely a« = 1 > v = 1/2, see also
(3.7). Again relying on an enforced version of the restriction (3.17), we now assume

8et0u)?
< red — _( c'™~u )
d<3 and & 56(1 T )>0, (3.20)

where the last condition restricts d./d, to |3—2+v/2, 34+-2v/2[. Using ﬁ”(u) =w"(u)—5"(u) >

iu‘fﬂ/ 2 Proposition 2.2 provides an estimate for the diffusive entropy production, viz.

dcPe(c,u) + 6, Pulc,u) > /

Q

(pQ(U)()\B(u)—)\B(ﬂ)) n qQ(/\B(c)—)\B(E))> de,

where po(U) = 6.p(2,1/2,1)/(4U"?) and qq = 6°p(Q,1,1). Theorem A.1 shows that
both constants are strictly positive for d < 3. On the right-hand side we have now chosen
a higher entropy for u, which leads to an extra factor U™'/2 in pq, see (3.5). Note also that
we have dropped the term 06.¢F}(c/¢), since we will not need it.

For the total entropy production we now have the lower bound

Ple,u) > /Q (pg(ﬂ)()\g(u)—)\g(ﬂ))+qQ()\B(c)—)\B(E))—l—%G(cz,u—l—b)) de,

where G(a,b) = (a—b)log(a/b) > 0. Now we can exploit the convexity result from
[MHM15, Lem. 4.3] which states that the function (¢, u) — Lq3(c, u) = Ag(u)+aG(c?, u+b)
is convex for b =0 if 0 < a < aqy &~ 0.8565. Calculating the second derivative gives

1

1
D?Lap(c,u) = D*Log(c, u+b) + (= — ﬂ)@@eg > D?Lao(c, u+b) >0,
uoou
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which shows that L, is convex for all b > 0 and a € [0, auit). Hence, we choose 6 € 10, 1]
and set

Foule.u) = /Q (890(V) (An()—26(V)) + ga(As(c)~An(@) ) d.

Using G(2%,7) > rAp(¢/r'/2) /6 we obtain, for all (¢,u) € &(U), the estimate

Pc,u) > Foulc,u) +/

: ((1—9)pQ(U)(>\B(u)—)\B(U)) + %G(cz,qub)) da

> Foulc,u) +M9,U/

i (AB(U) sU) + e G(E, u+b)> d

Jensen

=" Foulesu) + My (As(U) = As(U) + G(e2,U+D))
Z fo,U(C, u) -+ %M97u<u+b))\3 (E/(U—i—b)lﬂ) Wlth MQ’U = mln{ Fx y (1—9)pQ(U)}

2afcrit

Using the relation [, (Ag(c) — Ag(€) +arp(c/a)) dz = [, alg(c/a)dz for a = (U+b)"/? and
setting Npy = min {go, (U+b)"/2 My y/6}, we obtain the lower estimate

Ple,u) > / (epQ(U)u A (w/U) + Noy(U+b)2\g (c/(U1/2+b))> dz
0
> Loy /Q Hy(c,u) dz where Hy(c,u) = hy(u) + (U+b)"/2 Ag (¢/(U+b)1/?)

and Lgy = min {GpQ(U)Ul/ 2 N97U}. We finally use a quantitative version of Lemma 3.1
for our specific application.

Lemma 3.5 The functions Hy (cf. (3.19))and Hy satisfy the estimate

Ve,u,Ub >0 Hy(e,u) > Cy(b,U)Hy(c, u) with Cy(b,U) = 0T Tog(LT0/)

Proof: We let 8 = b/U and define the three auxiliary functions

2_ B \/2 1 \/2)? 2
o) = (0= 125)"2 = (25)"2)", Batasv) = hs(o)+orn(afo). Bola,v) = hav)+An(a).
Inserting ¢ = (U+b)*/2a and u = (U+b)v? — b, we obtain

J— Hy(cu) _ Bﬁ(avv)
cub) " CSBEO Hy(cu) sup { Eﬁ(a,v)

a>0, v> (%)1/2} =:g(5), where g =0b/U.

We decompose the quotient Bg/ Eg into three parts that can be estimated separately.

B —1-1 l1—a)l
Bola,v) _ | vzlzlosy  (I=a)logv L oy 4 o)
Bﬁ(a’ fu) BB<G,U) Ba(a,v)
v—1—1logv [1—al [v—1| 1
<1 <1+=-+42=7/2
S+ (v—1)2 (v=1)% + (a—1)% — ' 2 ! -

Using hg(v) > (v—1)% we bound T; for a > 0 and v > vg := (ﬁ/(1+ﬁ))1/2 €1]0,1] via



For Ty we observe that it is negative for (1—a)(v—1) < 0. For (a,v) € [0, 1]x[1, co] we
easily find Ty(a,v) < 27Y/2, where the supremum is attained for (a,v) — (1,1). For
(a,v) € [1,00[%]0, 1]x one can show numerically that

Ty(a,v) < log(1/v) + 2712 <log(1/vg) + 2712,
Analytically one chooses a; > 1, then for a > a; we have
(a—1)log(1/v) _ a;—1
Th(a,v) < < log(1/v3).
2( ) )\B(a) AB(GI) g( / 5)
For a € [1,a;] we have Ag(a) > pi(a—1)* with p; := A\g(a1)/(a1—1)* < 1/2. For v € [vg, 1]
we further have log(1/v) < (1+1log(1/vs))(1—v) and obtain

(a—1) (1+ log(1/5)) (1=0) _ 1+ log(1/v;)
Bl S = e e ST 2y

Optimizing the position of a; one gets an estimate that is qualitatively the same as (3.21).
Together we found g(8) < 2log(1/vg) + 9/4, which is gives the desired result using
log(1/vs) = 1 log(1+U/b). "

We can now summarize the EEP estimate for the simple ERDS (3.12) under the spec-
ification (3.18). Inspecting all the above definitions of constants depending on 6, we see
that the optimal value is # = 1/7. With this choice we obtain the following result.

(3.21)

Theorem 3.6 (Constructive EEP estimate for (3.12)) ForHy and P as defined above
via the choices (3.18) and (3.19), we have the following estimate

V(c,u) € @(U) : Ple,u) > Ky(U)Hy(c,u), where

_ 8 : 511 red Ky 1/2
KoV) = e (00T min { 220(2,1/2,1), 6p(Q 1,1), TH(U+b)/2 |.

(3.22)

This result is almost quasi-optimal in the sense, that it behaves linearly in the three
limiting factors, namely the diffusion in ¢, the diffusion in u, and the convergence in the
ODE ¢ = k.(U+b—c?). It remains unclear, whether the slowly degenerating prefactor
(9 + 2log(1+U/ b))f1 is really needed or simply an artefact of our method.

However, we see that the condition b > 0 is really needed to obtain a nontrivial decay
rate K3(U). The origin of the dependence on b is the estimate in Lemma 3.5, and it is open
whether the result still holds in the case b = 0. The following remark indicates a possible
way to treat cases with w;(0) = 0.

Remark 3.7 (Case w;(0) = 0) Throughout our methods we experience difficulties in han-
dling the case w;(0) = 0. The point is the Hy(c,u) = hy(u) + B(c|w(u)) does not have
a good upper bound if w;(u) is very small.

A possible way to handle such cases might be to use an entropy s that is unbounded
at u = 0 like s(u) = sglog u leading to hy(u) = Fy(u/U). We conjecture that for all U > 0
there exists Cy(U) > 0 such that the estimate

Fo(u/U)+UAgs (u/U)+UY2 N5 (c/UY2) > C’H(U)(Fo(u/U)+U)\B(u/U)—|—u1/2)\B(c/u))

holds true for all c,u > 0. However, in that case we are forced to use the generalized
log-Sobolev estimate (3.6) for the case v = 0, which is only possible for space dimensions
d < 2, see Appendix B.
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Remark 3.8 It was shown in [Miel6, Sec.3.3] that for § € [1,22] the function (c,u)
w(B)As(u) + (P—u)log(c?/u) is convex, if pu(B) is chosen sufficiently large. Hence, the
above convexity method can be adapted to cover the simple ERDS

¢ = 6.Ac+ k(w(u)’ — ), U = 0 Au,

if we choose w(u) = r(b+u)'/? with r,b > 0 and a suitable s(-), e.g. s(u) = sou” + w(u)
with v > 1-2/d.

4 The Glitzky-Hiinlich approach for ERDS

In this section we discuss the quite general result for uniform exponential decay developed
in [GIH97] for semiconductor models. There the theory is restricted to space dimensions 1
or 2, because charged particles are considered which are coupled via the Poisson equation.
In [Miel6] it is shown that the result transfers to general space dimensions, if electronic
charges are not present or can be ignored. Here we generalize the method to the case of
non-isothermal systems, where the detailed balance equilibria w(u) depend on the internal
energy u. This is nontrivial and leads to dimension restrictions for entropies of the form
s(u) = cu?, namely we will need 24y > 2, where 24 > 2 is the Lebesgue exponent such that
H'(Q2) embeds continuously into L24(£2).

4.1 General setup and result

We recall the definition of the equilibria w(q, U) which are the assumed to be the unique
equilibria of the ODEs ¢ = R(c, U) satisfying condition ¢ € Cy, i.e. Q¢ = q. As before we
define the relative entropy

Hqu(c,u) / (z)) dz with Hqu(c, u) = hy(u) + B(c|w(q,U)).

As before we let hy (u) = hy(u) — I + 21, wi(u) and assume that

0= hy(U) < hy(u) for u # U, hy is convex,

w; is concave for 1 =1, .., 1.

As a consequence (c,u) — Hquy(c,u) is convex, non-negative, and Hqy(c,u) = 0 if and
only if (¢, u) = (w(q,U), V).

Since we are not interested in quantitative results, we can use the simplified form
P =P, + Pr with v € ]0, 1] for the entropy production, where we recall

ﬁv(c,u)—/ <|Vu|2 Z’vcl ) x and 7/5R(c,u) ::/QﬁR(c,u) dz,

uz=
4.1
B ( )

) w(u)?

We will use the following basic assumptions on the entropy function hy and on the
equilibria relations ¢; = w;(u). Throughout, we assume that (q,U) and v €]0, 1] are fixed,

where Pg(c,u) ZG( ) dz with G(a,b) = (a—b)log(a/b).
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and all subsequent constants may depend on these values with special indication.

3C>0Vu>0: Fmin{lu—Ul,(u—VU)*} < hy(u) < Cmin{lu—U|, (u—U)*},  (4.2a)

3C>0Vu>0,i=1,.,1: 0<wi(0) <w;(u)<C(14u); (4.2b)

Vi=1,.,1: the function w; is concave; (4.2¢)
~ I

the function hy = hy — I + Z'—1 w; IS convex. (4.2d)

Obviously, the functions w; must be increasing, since they are concave and bounded from
below by the positive value w;(0).

The main result of this section is the follow EEP estimate that will be obtained by a
compactness method that is much more general than the convexity method discussed in
the previous section. However, in this result the constant Kj;(q,U) also depends on the
upper bound M for Hqy.

Theorem 4.1 (EEP estimate via compactness) Consider a bounded Lipschitz domain
Q C R? and let the functions h and w; satisfy the assumptions (4.2) with

2d
247 > 2, where 25 = ;) for d >3 and oo else. (4.3)

Moreover, assume the unique equilibrium condition UEC (2.17). Then, for each M > 0
and each (q,U) € Q, there exists a constant Ky(q,U) > 0 such that

V (e, u) € 6(q,U) with H(c,u) < M: P.(c,u)+Pr(c,u) > Ku(q, U Hqu(c,u).  (4.4)

The proof of this result is the content of the remaining subsection of Section 4. It relies
on two basic facts about functionals F(\, z) = [, F(\, z(z)) dz, where © is an open and
bounded subset of R%.

(a) If F': [0, 1]xR™ — RU{oo} is non-negative and lower semicontinuous, then

Ay yn) — (V%) in RxLY Q)" = F(O\*, 2%) <liminf F(\,, 2,). (4.5a)
n—oo

(b) If F: [0,1]xR™ — R is continuous and satisfies 0 < F(\, z) < C(1+z|)? for some
p>1and C > 0, then

Ay yn) = (NS %) in RXLP(Q)™ = F(\,, 2,) = F(A\, 2%). (4.5b)

Clearly, (4.5a) follows from Fatou’s lemma and (4.5b) from Lebesgue’s dominated con-
vergence theorem, see [FoL.O7, Lem. 1.83] and [FoL.07, Thm. 1.85]. The major point is that
we will apply (4.5a) for the functional ﬁR, where the density Pr may have arbitrarily high
growth because a”, 3" € N} are not restricted. In contrast, the continuity result (4.5b)
will be used for H or a rescaled version of it, where the growth is fixed and independent
of the stoichiometric vectors a” and 3".

In the rest of this section, the value of (q,U) € 9 is fixed. Hence, we drop the subscripts
at H and H in the sequel.
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4.2 Some preliminary estimates

Here, we provide upper and lower bounds that are needed to obtain coercivity as well as
the upper bound for applying (4.5b).

We first provide a lower bound on the relative entropy density H. We use that the
function A\g : z — zlog z — z + 1 satisfies the elementary estimates

V6>03C>0V2>0: 4(1—v2)" < Ap(2) < C5(1-v2)°(142)°.  (4.6)

This implies wAg(c/w) > 4(y/z — \/6)2 > 2z — 4w and with (4.2a), (4.2b), and v < 1, we
obtain

I
1
3C>0Ve,u: H(c,u)zau—C—l—Q;ci. (4.7)

Since ,]/D\diﬂ‘ gives a bound on V(lﬂ/ 2) it will be important to control A and w; in terms
of v = /2. We will use the following results.

Lemma 4.2 Assume that h and w; satisfy (4.2) with U > 0 and v € |0,1[. Then, there
exists ¢, C, Cy, > 0 such that

Vu>0: &|w?—U"2)? < h(u) < O([u??=U"? | 4 [u?/2—ur/? ), (4.82)
Vo> U2, ](wi[<uw2+u)2/7])1/2 — (wi(V)?[ < Cy Ju]. (4.8b)

Proof: The lower bound in (4.8a) follows simply by observing that the lower bound h in
(4.2a) and the left-hand side of (4.8a) both behave as (u—U)? for u near U. Otherwise h is
strictly positive with linear growth for u — oo, while the left-hand side in (4.8a) has only
growth like ©” with v < 1.

For the upper bound we argue similarly that A and the right-hand side behave like
(u—U)? for u near U. Otherwise h and the right-hand side are bounded linearly, so the
result follows.

To show (4.8b) we let m(v) = (U7/240)*7 and w(v) = [w(m(v))}l/Q. Hence, we have
to find C' such that |w(v) — w(0)| < Clv|.

Case v € [-U?/2,0]: Concavity and monotonicity of w; implies concavity and mono-
tonicity of wil/2. Using m(v) < m(0) = U we immediately find w(0) > w(v). Thus, it
suffices to estimate w(v) — w(0) by C_v from below. Using m(0) = U we have

w(v) — w(0) = w(m(v))’* —wU)/? > (1 - %”))w(())l/2 + #w(U)l/2 —w(U)?
— (m(v) m(o))%(w(uw2 —w(0)?).
Since w(U) > w(0) it suffices to estimate m(v) — m(0) from below. Because m is convex
we find m(v) —m(0) > m/(0)v, where m/(0) > 0. Thus, for v € [~7"/2,0] we have
@(v) —w(0) > C_v with O = 2(w(U)"* —w(0)*/?) /(v U/?).
Case v > 0: We have w'(v) = %%L(S’)))m’(v). Moreover, concavity of w implies 0 <

w(0) g(u;(u) +w'(u)(0—u), which implies w'(u) < w(u)/u. With m'(v) = Zm(v)!=7/2 and
u = m(v) we have

2
5

- w'(u) w(w)? 1 O0(14u7)\ /2
") = — 7 1=7/2 ===/
w'(v) = ’yw(u)l/zu < T < ’y< > ) <C, foru>U.
Thus, we conclude w(0) < w(v) < w(0) + Cyv for v > 0, and (4.8b) is established with
Cyp = max{C_,C,}. "
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4.3 Extraction of a converging subsequence

We assume that the result is not true and will generate a contradiction at the end of Section
4.6. Since the result is not true, there is a sequence y,, = (¢,, u,) such that

. " . 1 M
0<H(ya) <R Qyu=0a, Pyn) =Py(ya)+Prlyn) < Hlya) < . (4.9)

We define the auxiliary functions
1/2 .
Api = cn/i fori=1,.,1 and a1 :=u)/?

and define the sequence of vector-valued function a,, : 2 — [0, oo[Hl. The bound H(y,) <
M together with the coercivity (4.7) yields the bound

||an||L2(Q)I+1 S C.

Moreover, ﬁv(yn) < 73(yn) < M /n gives the bound

C
IVa,||pz@r < 7
Thus, we conclude that, up to the extraction of a subsequence, the sequence a,, converges
strongly in H'(2) to a limit a* with Va* = 0, i.e. each component of the limit is a constant
function.
Choosing ¢ > 1 with 2¢ € ]2/v,2,4], which exists by assumption (4.3), we obtain
a, — a* in L?(Q)"1. Recalling the definition of a, yields
Cni = (ani)? — (a7)? =: ¢ in LY(Q),

]

4.10
= (227 > (a0 )27 = i L79(Q), (410

This defines a limit vector y* = (¢*, u*).

4.4 Identification of the limit a*

Since the functional Q is linear, it is continuous in L*(2) and we conclude
Qy* = lim Qy, = lim q =gq.
n—oo n—oo

By energy conservation, this means in particular that v* = U.

To identify the other components of a* and thus the limits of ¢,; we use the relation
Pr(yn) < M/n. We note that the integrand Py of Py is non-negative and continuous,
since 0 < w;(0) < w;(u), see (4.2a). Hence, Pg is lower semicontinuous with respect to the
strong topology in L}(Q)!*!, see (4.5a). This implies

0 < Pgr(c",U) <liminf Pr(ep,u,) < lim M/n = 0.
n—oo n—oo

Together with Qy* = q and the uniqueness assumption (2.17), we conclude that y* is the
unique steady steady in the stoichiometric subspace, i.e. y* = (w(q, U), U).
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4.5 Blowup near the equilibrium

To generate a contradiction we set
A= H(y,) >0

and first show A\, — 0. This follows by using the fact that the density H(c,u) = h(u) +
>~ wi(u)Ag (c;/w;(u)) is a continuous function and satisfies, for all 6 > 0, the bound

0< H(c,u) < Cs (1 +u+ (1+]c[+u") (1+|c|)6>
for some Cs > 0. For this we use (4.6), giving w;Ag(c;/w;) < Cs(c; 172_ 1/2) (1—|—cl/wl)
Cs(ci+w;)(1+¢;)°, together with (4.2a) and (4.2b).

Choosing ¢ € ]0,vg—1], where we use (4.3) once again, we see that H is strongly
continuous on LI(Q)! xL4(Q) such that

lim A2 = lim H(y,) = H(y*) = H(w(qg,U),U) =0,

n—0o0 n—oo

as desired.
We now define the blowup functions

by = )\i(am — aff) fori=1,. I+1.

Since P, expressed in a is exactly quadratic in Va;, we obtain

L= 55 H(n) 2 5P (un) = g5 (P IVanralls + Z [VanllZ:)

n
= 2 (Vb + S IVboilla). (@1D)
1

To control b,, without derivatives we use a rescaled coercivity of H, namely
I
Hlean) > 6 = U a3 (el = ) )
1

which follows from the lower estimate in (4.8a) and wAg(c/w) > 4(ct/?—w'/?)2. Inserting
Yn = (I)<)‘nbn) given by

O(Ab); = (wi(U)Y2 + 2b;)? and B(A, b) 14y = (U2 + Abay)™” (4.12)

and choosing any ¥ € |0, 4[ we arrive at the estimate

1 0,
VH(cn,un) > b1 +§Z (Anbn,ierz(U)l/? [w; (U200 m)?”)]m)
n n =1
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@ 2)
In “>" we first used (a+b)? > 1a? — b? and then (4.8b), while “>” follows by choosing
suitable, e.g. ¥ = min{4,¢,/(2IC?)}. As a result we conclude that

1 1
= 55 M) > Gl
Together with (4.11) we see that, after choosing a subsequence (not relabeled),

b, — b* = const. in H*(Q)".

4.6 The final contradiction

Here and in the sequel we shortly write w = (wy, .., wy) = w(q, U). The mapping y = ®(A\b)
introduced in (4.12) satisfies

®(0) = (w,U) and D®(0) = diag(2w;’?, ..., 2w;’> 7U1_W2)

which shows that the weights w;(U)'/? are relevant. We will show that b* satisfies the
following three relations

s:=(w/?),_, €S andbj,, =0; (4.134)
R 2
Z ((ar—ﬁr) : d) = 0 with d := (b;‘/wil/Q)i:L“J, giving d € S*; (4.13b)
r=1
b* £ 0. (4.13¢)

Obviously, these three relations cannot hold simultaneously, since s € S and d € S* implies
0 = s - d, but obviously s -d = |b.|?, which contradicts (4.13c).

To derive (4.13a) we observe Qy,, = g = Qy*, hence z,, = ﬁ(yn—y*) satisfies Qz, = 0.
Moreover, the convergence of b,, and the relations (4.12) easily provide the convergence

2, > 2= <2w}/2b=;, ol 2 U1 Wb;H) - ( 2y 7/21);1)

Thus, (4.13a) is established, since it is equivalent to Qz* = 0.
To obtain (4.13b) we use use the relation

1 ~
> A27? r(Yn), which implies )\—QPR(@(/\n,bn)) — 0. (4.14)

n n

1
1=5 S H(yn) >

To exploit this, we define the auxiliary functional

Kr(\, b) = %ﬁR@(A,b)) = /QKR()\, b(z)) dz, where

Kn(\b) = %PR(QD()\, b)) for A > 0 and
" bz W/- 2
2£0(0.0) = 3 (@) (s =y b)) with W= 2w (a,U),

where p = 2/(yU"/271) and Py may extended by oo if y = ®(), b) does not lie in [0, co[ ™.

Y
By this definition, the function KR is non-negative and lower semicontinuous in (\,b) €
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[0, 00[xRI*1 hence the functional Kr is strongly lower semicontinuous in L2, see (4.5a).
Thus,
b, — b* implies Kr(An, by) — 0= Kr(0,b%) = Kg(0,b%).

Since we already know b7, = 0, we conclude (4.13b).
For the final relation we introduce the integral density function Ky via
1
AzH(@(A, b)),

40" (V) ! w! 2
U2 b1 + Z (2b; — iz phrs1)”

=1

for A €]0,1] : Ku(\, b) =
for A\ =0: Kyu(0,b) =

We define Ky only on the closed subset

2

dom(Ky) = {0}xR* U { (A, b)€]0, 1]xRI* [ by, > — U2

1,., 1},

By construction, the function Ky is non-negative and continuous on its domain. We
now establish an upper bound for Ky using the upper bound for h in (4.8a) and the
upper bound of wAg(c/w) < Cs(c/?—w'?)?(1 + ¢/w)?, see (4.6). Using the shorthand
®r41(b) = (U24\bry1)?/7 we have

h(®ri1(b C
w < A2 <()\b]+1) (>\b1+1)2/7> S C(biJrl + b?ié)?
UJZ(U)/\B(—wlC(Zu)) 05 1/2 1/2 2 (Wzl/2+/\bz)2 )
3z < F( +\b;—w; (Pr11(b)) ) (1+—wi(<1>1+1(b))>

* 1
< Co (bl +Culbraa)* (14 (w)426,)° /wi(0))
< Crey (1+]B])*? for all (A, b) € dom(Ky),

where we used A € ]0,1] and 7 € 0, 1] and employed (4.8b) and w;(u) > w;(0) for “%”.
Of course, the construction of Ky was such that, for A > 0, we have
1
FfH(«b(A, b)) = Ku(\,b) := / Ku(\, b(x)) dz.
Q

The upper bound on Ky and its continuity imply continuity of Kp, see (4.5b). More
precisely, from b, — b, in H'(Q)!™! we obtain strong convergence in L?(Q) for some
g > 1. Choosing § € ]0,¢—1] we use that for all y, we have (A, b,(x)) € dom(Ky) for
almost all z € Q. Then, using (4.5b), we obtain

1 AR" (u) ~ 2
1= A_g’H(yn) = Ku(An, by) = Ku(0,b,) = < b))+ Z (20, 1/2 #bis) )

2U'y 2
Thus, (4.13c) is established and the contradiction is complete.
This finishes the proof of Theorem 4.1.

A Generalized EEP estimates

This appendix gives a proof of the EEP estimate (3.6) for general v and «. For a more
detailed exposition, we refer to [Mit14]. We will use the Poincaré-Sobolev inequality

IVull, = nes (€, p, q) [Jlu—all, (A1)
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corresponding to the Sobolev embedding W'? () — L7(Q), where nps (2,p,q) is the
optimal Poincaré-Sobolev constant. This inequality holds true for p > d or for p < d and

q < dp/(d—p).

Theorem A.1 Lety > max {O, 1—2/d} and a < y+2/d ford > 3 or a < 14+ ford < 2.
Then p(), v, «) is strictly positive and can be bounded by

4oy (7—2/(])

m nps (Q, 2761)2 (A‘Q)

p(, 7y, o) >

with ¢ > max {2/7,2/(1+y—a)}.

Proof: We substitute v = u?/2. Then

EV/FC”(_ dx<—W/ o (&) ar = o L, o)
. E

C(z—1
o T

< O(|[oll2 = [lolly) < C (z=1) o—0]l; < ———=
Y TIPS (97272)

with as > 1, C = 1/(o (aa—1)), * = 2a2/7, y = 2/v, and z = 2/(1+y—az). In the
first line we used monotonicity of the map o — aF, (2), see (3.2). In the last line, we

applied the Holder inequality ||v]| < ||1)H§_2 |v]|?, the Poincaré-Sobolev inequality and the

following estimate which holds true for x > 2 (see [Mit14] for a proof):
2 2 2 2 112
[ollz = llolly < vl =Nl < (z=1) [lo=oll;
This proves the theorem. [
Remark A.2 The above theorem still remains true for the cases v =1 — 2/d as well as
a=~vy+1 ford <2, see [Mit14]. In the case a = 2 and v = 1, which will be used below,

we have the simple bound
p(2,1,2) > 2nps(2,1,2)%, (A.3)

which follows from the following chain of estimates:

_ [ |Vul?
u
Q u

do > |Vall} = es( 1,20 Ju=al? = 20es(@, 1,27 @ | Fufu/n) ds
Q

B The EEP estimate for a =7 =0 and d <2

This appendix provides a proof that the EEP inequality also holds in the case a = v = 0.
Here we only give a densified version of the full proof and refer to [Mit14] for a detailed
exposition, which is based on the approach developed in [Cal.92, CCL10]. We note that
p(©,1,2) is positive only for Q C R? with d < 2.

Theorem B.1 (Case o =y = 0 in dimension d < 2) We have the estimate p(£2,0,0) >
0:=p(,1,2) >0, i.e.

Vus0: /'V dz > p(, 1, )/Fo(u(a:)/U)dx. (B.1)
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Proof: We set u = e’ and observe that (B.1) is equivalent to

H(v) ::/Q|Vv|2dx > oG(v) with G(v) = (log(/ge” ) —/dem). (B.2)

We consider H and G as nonnegative, proper, and convex functionals on L%(§2). Because of
Q) c R? with d < 2, the Moser-Trudinger inequality G is bounded whenever H is bounded.
We establish (B.2) by Legendre transform for which we note

H'W) = [ 0=D)-8) (=) dr and 6" () = { JoTWe)ds ¥=0
Q 00 else,
where I'(¢) = Ag(¢+1) for ¢ > —1 and oo otherwise.

We now define J(¢p) = G*(¢) — oH*(v) and show J(1y) > 0 for all ¢y. For this we
note J(0) = 0 and then consider J along the solutions 1), := e'®4), of the diffusion equation
¥ = Ay Setting ¢, = ¢,—1 with ¢, = 1 and ¢; > 0. By differentiating along solutions and
using ¢ = Ac¢; (with Neumann boundary conditions) we obtain

d ]Vct]2 0 9
— —1)=— | ——da+ = —1)*dx >
dtJ(Ct ) /Q Ct ! 2 /Q(Ct yde =0,

since o = p(£2,1,2) which is the optimal constant for the last estimate. Hence J(¢y) >
J(¢y) > J(0) = 0 since ¢, — 0.
Now we reverse the Legendre transform using H*(gvy)) = 0> H* (1)), hence

H(v) = sup ((v,0)—H* (1)) “=" sup ((v, 00)—*H* (1))
2 osup ((v,0)—G* () = 0G(v).

This proves the assertion. [
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