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Error analysis of a SUPG-stabilized POD-ROM method for
convection-diffusion-reaction equations

Volker John, Baptiste Moreau, Julia Novo

Abstract

A reduced order model (ROM) method based on proper orthogonal decomposition
(POD) is analyzed for convection-diffusion-reaction equations. The streamline-upwind
Petrov–Galerkin (SUPG) stabilization is used in the practically interesting case of dom-
inant convection, both for the full order method (FOM) and the ROM simulations. The
asymptotic choice of the stabilization parameter for the SUPG-ROM is done as pro-
posed in the literature. This paper presents a finite element convergence analysis of
the SUPG-ROM method for errors in different norms. The constants in the error bounds
are uniform with respect to small diffusion coefficients. Numerical studies illustrate the
performance of the SUPG-ROM method.

1 Introduction

Reduced order modeling (ROM) is a popular technique for performing very efficient simu-
lations for time-dependent problems with a reasonable accuracy of the results. To this end,
one simulation of a fine grid is performed, a so-called full order method (FOM) simulation,
and the numerical solution, sometimes together with derived quantities, at certain time in-
stants is stored, forming the set of so-called snapshots. In the context of the finite element
method, the snapshots are utilized to construct a basis of a subspace of the linear space
spanned by the snapshots. This ROM basis, ideally only a dozen to a few dozen functions,
‘knows’ important features of the solution of the problem. Then, the underlying problem, or
problems which are in some sense close to this problem, are discretized with the ROM basis
such that only systems with very small dimension have to be solved. The error committed
with the ROM solution is usually somewhat larger than the error obtained with the FOM, but
the ROM simulations are much faster.

A question of interest from the analytic point of view is the size of the error between the
ROM solution and the solution of the continuous problem in order to quantify the loss of
accuracy between the FOM and the ROM solutions. This question will be studied here for
linear time-dependent convection-diffusion-reaction equations

∂tu− ε∆u+ b · ∇u+ cu = f in (0, T ]× Ω,
u = 0 on [0, T ]× ∂Ω,

u(0,x) = u0(x) in Ω,
(1)
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V. John, B. Moreau, J. Novo 2

where Ω is a bounded open domain in Rd, d ∈ {1, 2, 3}, with polyhedral Lipschitz boundary
∂Ω, b(t,x) and c(t,x) are given functions, ε > 0 is a constant diffusion coefficient, u0(x)
is a given initial condition, and T is a given final time. In the following, it is assumed that
there is a constant µ0 > 0 such that1

0 < µ0 ≤ µ(t,x) =

(
c− 1

2
∇ · b

)
(t,x), ∀ (t,x) ∈ [0, T ]× Ω. (2)

The numerical analysis will even require that b is divergence-free, such that (2) reduces to a
condition for the reaction field.

Equations of type (1) model the transport of energy (temperature) or concentrations. In prac-
tice, the convective transport with the flow field b is often much stronger than the transport
via molecular diffusion. In this situation, one speaks of the convection-dominated regime.
Mathematically, this regime is given if ε� ‖b‖L∞(L∞)L, where L is a characteristic length
scale of the problem and ‖ · ‖L∞(L∞) is the essential supremum norm in the time-space
domain. A characteristic feature of solutions of (1) in the convection-dominated regime is
the appearance of layers. These are structures of width O(

√
ε) to O(ε) where the norm

of the gradient of the solution is very large. A major consequence is that for small diffusion
coefficients, layers cannot be resolved by affordable meshes.

The standard Galerkin finite element method (FEM) tries to resolve all important features
of the solution. It turns out that it fails if layers are present, i.e., the numerical solution is,
from the beginning, polluted with spurious oscillations, which increase and usually lead to a
blow-up of the simulations. A well known remedy is the use of so-called stabilized discretiza-
tions. The most popular one is probably the streamline-upwind Petrov–Galerkin (SUPG)
method, which was proposed in [13, 3]. With the SUPG method, the spurious oscillations
are greatly reduced and localized to neighborhoods of layers. A finite element error anal-
ysis of this method for problems of type (1) is presented in [15]. In this paper, the SUPG
FEM will be utilized as FOM. For applying the ROM methodology, the proper orthogonal de-
composition (POD) technique will be applied, which is probably the most popular technique.
The main goal of POD consists in finding a low dimensional basis that approximates the
snapshots, e.g., see [24] for details. The SUPG stabilization has been already used in the
context of ROM simulations. In [10], the choice of the stabilization parameter is studied and
in [11], the choice of the initial condition with the goal of reducing spurious oscillations. In [1],
see also [22], stabilized POD-ROM methods to simulate convection-dominated convection-
diffusion-reaction equations are considered. In these works, a local projection stabilization
(LPS) streamline-diffusion stabilization term is added to the ROM model. To the best of our
knowledge, until now, no bounds with constants independent of inverse powers of the diffu-
sion coefficient, so-called robust estimates, have been proved for any POD-ROM approach
for convection-diffusion-reaction equations.

1Note that (2) does not pose a loss of generality from the analytic point of view, since the transform u 7→
exp(αt)ũ leads to an equivalent problem for ũ with reaction term c + α exp(αt), such that (2) is satisfied
whenever α is sufficiently large. In practice, however, such a transform is usually not applied. In addition, due
to round-off errors coming from floating point arithmetics, numerical solutions obtained with the original and
transformed discrete problem are probably not longer equivalent.
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In the literature, one can find meanwhile several works on the numerical analysis of ROM
methods for the Navier–Stokes equations. In [23], a ROM method with LPS stabilization is
introduced and analyzed. The error bounds in [23] are not independent of inverse powers
of the viscosity coefficient, or equivalently, not independent of the Reynolds number. The
same method as in [23] is analyzed in [19], but avoiding the penalty term for the pressure
included in [23] and adding grad-div stabilization. Both methods in [23] and [19] are based
on a FOM with non inf-sup stable pairs of finite element spaces. In [19], a ROM method
with snapshots based on inf-sup stable elements with grad-div stabilization both for the FOM
and the ROM is also analyzed. For the second method, following [16], a supremizer [2, 21]
pressure recovery method is applied to get a ROM pressure approximation. The bounds in
[19] are independent of inverse powers of the viscosity, and, to the best of our knowledge, it
is the only reference with this property for the error bounds so far. Recently, a POD reduced
order Variational Multiscale (VMS) approach for moderately high Reynolds numbers has
been proposed in [25]. There are other types of ROM methods with stabilizations, some of
which have been utilized for the numerical simulation of turbulent flows, e.g., see [4]. In this
reference, a reduced order closure modeling of Smagorinsky (LES) type has been proposed.

This paper presents an error analysis of the SUPG-ROM for equations of type (1). An es-
sential feature of the method, for its analysis, compare Remark 3.2 for an explanation, is that
the set of snapshots does not only contain the functions at the time instants but also approx-
imations of the temporal derivative. Then, robust estimates for the error of the SUPG-ROM
solution to the weak solution of (1) are derived, i.e., the constants in the error bounds do not
blow up as ε → 0. To the best of our knowledge, this is the first time in the literature that
this kind of bounds is proved for POD models. Thus, this paper can be considered as an an-
alytic support of [10], where choosing the stabilization parameter in the same way as in the
corresponding SUPG FEM was found to be the advisable choice for the SUPG ROM simula-
tions. The analysis is based on an appropriate decomposition of the error. We compare the
POD approximation with the projection of the full order approximation on the POD space. In
many references in the literature, the POD approximation is compared with the projection of
the corresponding weak solution of (1) instead. Comparing with the projection of the FOM
SUPG approximation, one can simplify the error equation so that it is possible to reproduce
essentially the analysis in [15] to bound the error in the POD approximation. The final error
bounds are a sum of the error from the FOM and additional terms in which the sum of the
neglected eigenvalues from the POD technique appears as a factor.

The paper is organized as follows. Section 2 introduces the SUPG-ROM method. The analy-
sis of this method is presented in Section 3. Then, Section 4 contains numerical studies with
this method and finally, Section 5 provides a summary and an outlook.
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2 The SUPG-ROM method

Throughout this paper, standard notations are used for Lebesgue and Sobolev spaces.
Generic constant that do not depend on the mesh width or the length of the time step are
denoted by C .

We will denote by Vh,r the finite element space where h indicates the fineness of the un-
derlying triangulation Th and r the degree of the local finite element polynomials. Assuming
that the meshes are quasi-uniform, the following inverse inequality holds for each vh ∈ Vh,r,
e.g., see [5, Theorem 3.2.6],

‖vh‖Wm,q(K) ≤ cinvh
l−m−d

(
1
q′−

1
q

)
K ‖vh‖W l,q′ (K), (3)

where 0 ≤ l ≤ m ≤ 1, 1 ≤ q′ ≤ q ≤ ∞, hK is the size (diameter) of the mesh cell
K ∈ Th, and ‖ · ‖Wm,q(K) is the norm in Wm,q(K).

The SUPG method has the form (time-continuous case): Find uh : (0, T ] → Vh,r such
that

(∂tuh, vh) + aSUPG(uh, vh) +
∑
K∈Th

δK(∂tuh, b · ∇vh)K

= (f, vh) +
∑
K∈Th

δK(f, b · ∇vh)K ∀ vh ∈ Vh,r,

with uh(0,x) being an appropriate approximation of u0(x) and

aSUPG(uh, vh) = ε(∇uh,∇vh) + (b · ∇uh, vh) + (cuh, vh)

+
∑
K∈Th

δK(−ε∆uh + b · ∇uh + cuh, b · ∇vh)K .

Here, {K ∈ Th} denotes set of mesh cells of the triangulation, (·, ·)K the inner product in
L2(K), and {δK} are local parameters that have to be chosen appropriately.

Let (2) be satisfied. If the SUPG parameters are chosen such that

δK ≤
µ0

2‖c‖2
K,∞

, δK ≤
h2
K

2εc2
inv

, (4)

then the bilinear form aSUPG(·, ·) associated with the SUPG method satisfies

aSUPG(vh, vh) ≥
1

2
‖vh‖2

SUPG, ∀ vh ∈ Vh,r,

with

‖vh‖SUPG :=

(
ε‖∇vh‖2

0 +
∑
K∈Th

δK‖b · ∇vh‖2
0,K + ‖µ1/2vh‖2

0

)1/2

, (5)
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e.g., see [20, Part III, Lemma 3.25]. We will denote by Πhu(t) ∈ Vh,r the solution of the
steady-state problem

aSUPG(Πhu(t), vh) = aSUPG(u(t), vh) ∀ vh ∈ Vh,r. (6)

Next, a fully discrete SUPG scheme will be considered, with the backward Euler method as
time integrator and fixed time step τ , which is chosen such that T = Mτ . The fully discrete
approximation at time tn = nτ is denoted by unh. With the notation unh,τ = (unh − un−1

h )/τ
for n ≥ 1, the fully discrete scheme reads as follows: Find unh ∈ Vh,r such that

(unh,τ , vh) + aSUPG(unh, vh) +
∑
K∈Th

δK(unh,τ , b · ∇vh)K

= (fn, vh) +
∑
K∈Th

δK(fn, b · ∇vh)K ∀ vh ∈ Vh,r. (7)

Assume (2),
b(t,x) = b(x), ∇ · b(x) = 0, c(t,x) = c(x), (8)

that the mesh is uniform with mesh width h, and that the stabilization parameters are the
same for all mesh cells, i.e., δK = δ. Also, consider only the convection-dominated regime,
i.e., ε is sufficiently small in comparison with the mesh width. Let the stabilization parameter
defined to be

δ = min

{
h

4cinv‖b‖L∞
min

{
1

2
,

µ0

4‖c‖L∞
,
µ

1/2
0

‖c‖1/2
L∞

,
‖b‖L∞h

4εcinv

}
,

1

µ0

,
1

‖c‖L∞

}
. (9)

Then, the following error estimate was derived in [15, Theorem 5.3] (see also [9, Theorem
3.3].

‖u(tn)− unh‖2
0 + τ

n∑
j=1

‖u(tj)− ujh‖2
SUPG ≤ C

(
h2r+1 + τ 2

)
. (10)

The constant C does not depend on inverse powers of the diffusion coefficient ε.

From the finite element solution, a basis for the ROM will be computed via a proper orthog-
onal decomposition (POD) method. To this end, snapshots of the finite element solution and
of the approximation of its temporal derivative are considered. We study the case that the
snapshots are taken in each time instant. Thus, consider the following space

V = span
{
y1, . . . , yN

}
,

with N = 2M + 1. yj = ujh, j = 0, . . . ,M , and yj+M+1 = ujh,τ , j = 1, . . . ,M . A
construction of the space of snapshots in this form can be found, e.g., in [18]. It is clear that
the lastM functions belong to the span of the firstM+1 functions, because the finite differ-
ence approximations of the temporal derivative are linear combinations of the finite element
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solution at two subsequent time instants. However, as pointed out in [18], the derived POD
basis differs generally depending on whether the approximations of the temporal derivative
are contained in the snapshots or not, compare also Section 4, where it will be shown that
one obtains usually different results with the corresponding ROM simulations.

Let K = (ki,j)
N
i,j=1 ∈ RN×N be the correlation matrix corresponding to the snapshots with

ki,j =
1

N
(yi, yj).

Following [18], we denote by λ1 ≥ λ2, . . . ≥ λp > 0 the positive eigenvalues of K and by
v1, . . . ,vp ∈ RN the associated eigenvectors. Then, the orthonormal POD basis of V is
given by

ψk =
1√
N

1√
λk

N∑
j=1

vjky
j, k = 1, . . . , p, (11)

where vjk is the j-th component of the eigenvector vk. The following error formula holds, see
[18, Proposition 1],

1

N

N∑
j=1

∥∥∥∥∥yj −
l∑

k=1

(yj, ψk)ψk

∥∥∥∥∥
2

0

=

p∑
k=l+1

λk, l ≤ p. (12)

Denoting by S = (sij)
p
i,j=1 = (∇ψj,∇ψi)pi,j=1 ∈ Rp×p the stiffness matrix for the POD ba-

sis, then for any v ∈ V the following inverse inequality holds, see [18, Lemma 2, Remark 2],

||∇v||0 ≤
√
‖S‖2‖v‖0, (13)

where ‖ · ‖2 denotes the spectral norm of a matrix.

From the inverse inequality (13) and (12), one obtains

1

N

N∑
j=1

∥∥∥∥∥∇yj −
l∑

k=1

(yj, ψk)∇ψk
∥∥∥∥∥

2

0

≤ ‖S‖2

N

N∑
j=1

∥∥∥∥∥yj −
l∑

k=1

(yj, ψk)ψk

∥∥∥∥∥
2

0

≤ ‖S‖2

p∑
k=l+1

λk. (14)

Instead of (14), the following result that is taken from [14, Lemma 3.2] or [10, Lemma 3.2]
can be also applied

1

N

N∑
j=1

∥∥∥∥∥∇yj −
l∑

k=1

(yj, ψk)∇ψk
∥∥∥∥∥

2

0

=

p∑
k=l+1

λk‖∇ψk‖2
0.

Let Vl = span {ψ1, ψ2, . . . , ψl} and denote by Pl the L2-orthogonal projection onto Vl.

DOI 10.20347/WIAS.PREPRINT.2874 Berlin 2021



Error analysis of a SUPG-stabilized POD-ROM method 7

3 Analysis of the SUPG-ROM method

The SUPG reduced order model based on orthogonal decomposition approximation reads
as follows: Find ul ∈ Vl such that for n ≥ 1

(unl,τ , vl) + aSUPG(unl , vl) +
∑
K∈Th

δK(unl,τ , b · ∇vl)K

= (fn, vl) +
∑
K∈Th

δK(fn, b · ∇vl)K ∀ vl ∈ Vl, (15)

with unl,τ = (unl − un−1
l )/τ . As initial condition, u0

l = Plu
0 is taken.

Theorem 3.1 (Error estimate: L2(Ω) and discrete in L2(0, T ).) Assume that
u, ∂tu ∈ L∞((0, T );Hr+1(Ω)) and let Πh∂ttu,Πh∂tttu, ∂tttu ∈ L2((0, T );L2(Ω)),
where Πh is the projection defined in (6). Let the conditions (8) and (2) be satisfied and
consider the convection-dominated regime with the assumption

ε ≤ ‖b‖L∞

cinv

h. (16)

Then, there exists a constant C , independent of ε, such that it holds for nτ ≤ T

n∑
j=1

τ‖uj − ujl ‖2
0 ≤ CT

[
h2r+1 + τ 2 + ‖e0

l ‖2
0

+
(
(ε+ ‖b‖2

L∞)‖S‖2 + ‖c‖2
L∞ + 1

) p∑
k=l+1

λk

]
, (17)

where e0
l = u0

l − Plu0
h, with u0

h being the finite element initial condition.

Proof In the error analysis, the difference of the SUPG-ROM solution unl and the projec-
tion of the finite element solution into the POD space Plunh is estimated. To this end, the
definition of the L2 projection and (7) yields

(Plu
n
h,τ , vl) + aSUPG(Plu

n
h, vl) +

∑
K∈Th

δK(Plu
n
h,τ , b · ∇vl)K

= (fn, vl) +
∑
K∈Th

δK(fn, b · ∇vl)K + aSUPG(Plu
n
h − unh, vl)

+
∑
K∈Th

δK(Plu
n
h,τ − unh,τ , b · ∇vl)K . (18)

Let us use the following notations

enl = unl − Plunh, ηnh = unh − Plunh.

DOI 10.20347/WIAS.PREPRINT.2874 Berlin 2021
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Subtracting (18) from (15) gives

(enl,τ , vl) + aSUPG(enl , vl) +
∑
K∈Th

δK(enl,τ , b · ∇vl)K

= aSUPG(ηnh , vl) +
∑
K∈Th

δK(ηnh,τ , b · ∇vl)K . (19)

To bound the error, we follow at the beginning the steps of the proof of (10) that can be
found in [15, Section 5.2]. Now, the assumption of a constant stabilization parameter is
used and we denote

‖vh‖mat = δ1/2‖vh,τ + b · ∇vh‖0.

Taking in (19) first vl = enl and then vl = δenl,τ and finally adding these equations leads to

(enl,τ , e
n
l ) + δ2(b · ∇enl , b · ∇enl,τ ) + ε‖∇enl ‖2

0 + ‖µ1/2enl ‖2
0 + ‖enl ‖2

mat

+εδ(∇enl ,∇enl,τ ) + δ(cenl , e
n
l,τ )

= aSUPG(ηnh , e
n
l + δenl,τ ) + δ(ηnh,τ , b · ∇(enl + δenl,τ ))

−δ(cenl , b · ∇(el + δenl,τ )) +
∑
K∈Th

δε
(
∆enl , b · ∇(enl + δenl,τ )

)
K
, (20)

where we have taken into account that due to the condition∇·b(x) = 0 the term δ2(enl,τ , b·
∇enl,τ ) vanishes. In the analysis of [15], the same analysis as for the continuous-in-time case
is applied at this stage and then truncation errors with respect to time have to be bounded.

The four terms on the right-hand side of (20) have to be bounded. For this purpose, the
following estimate is used, which is derived by using the definition of the material derivative
and the definition of the stabilization parameter (9)

‖δenl,τ‖0 ≤ ‖δ(enl,τ + b · ∇enl )‖0 + ‖δb · ∇enl ‖0

≤ δ1/2‖enl ‖mat + δ‖b‖L∞cinvh
−1µ

−1/2
0 ‖µ1/2enl ‖0

≤ δ1/2‖enl ‖mat +
µ
−1/2
0

8
‖µ1/2enl ‖0. (21)

For the first term on the right-hand side of (20), we obtain in a first step, by using the
Cauchy–Schwarz inequality, Hölder’s inequality, the inverse inequality (3), the first line of
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Error analysis of a SUPG-stabilized POD-ROM method 9

estimate (21), and also the last line of the same estimate

aSUPG(ηnh , e
n
l + δenl,τ )

≤ ε1/2‖∇ηnh‖0

(
ε1/2‖∇enl ‖0 + cinvh

−1δ1/2ε1/2‖enl ‖mat + cinvh
−1δ‖b‖L∞ε1/2‖∇enl ‖0

)
+ (‖b‖L∞‖∇ηnh‖0 + ‖c‖L∞‖ηnh‖0))

×
(
µ
−1/2
0 ‖µ1/2enl ‖0 + δ1/2‖enl ‖mat +

µ
−1/2
0

8
‖µ1/2enl ‖0

)

+δ

(∑
K∈Th

ε2‖∆ηnh‖2
0,K

)1/2

+

(∑
K∈Th

‖b‖2
L∞‖∇ηnh‖2

0,K

)1/2

+

(∑
K∈Th

‖c‖2
L∞‖ηnh‖2

0,K

)1/2


×‖b‖L∞cinvh
−1

(
µ
−1/2
0 ‖µ1/2enl ‖0 + δ1/2‖enl ‖mat +

µ
−1/2
0

8
‖µ1/2enl ‖0

)
.

Using now the inverse inequality (3) and the definition (9) of the stabilization parameter
leads to

δ

(∑
K∈Th

ε2‖∆ηnh‖2
0,K

)1/2

‖b‖L∞cinvh
−1 ≤ δεh−1cinv‖∇ηnh‖0‖b‖L∞cinvh

−1

≤ 1

16
‖b‖L∞‖∇ηnh‖0,

δ

(∑
K∈Th

‖b‖2
L∞‖∇ηnh‖2

0,K

)1/2

‖b‖L∞cinvh
−1 ≤ 1

8
‖b‖L∞‖∇ηnh‖0,

δ

(∑
K∈Th

‖c‖2
L∞‖ηnh‖2

0,K

)1/2

‖b‖L∞cinvh
−1 ≤ 1

8
‖c‖L∞‖ηnh‖0.

Now, Young’s inequality and the definition (9) of the stabilization parameter are applied,
which gives

aSUPG(ηnh , e
n
l + δenl,τ )

≤ C
(
(ε+ ‖b‖2

L∞)‖∇ηnh‖2
0 + ‖c‖2

L∞‖ηnh‖2
0

)
+

1

8

(
ε‖∇enl ‖2

0 + ‖µ1/2enl ‖2
0 + ‖enl ‖2

mat

)
. (22)

Applying the same analytic tools leads for the second term on the right-hand side of (20) to
the estimate

δ(ηnh,τ , b · ∇(enl + δenl,τ ))

≤ δ‖ηnh,τ‖0‖b‖L∞cinvh
−1

(
µ
−1/2
0 ‖µ1/2enl ‖0 + δ1/2‖enl ‖mat +

µ
−1/2
0

8
‖µ1/2enl ‖0

)
≤ C‖ηnh,τ‖2

0 +
1

16

(
‖µ1/2enl ‖2

0 + ‖enl ‖2
mat

)
(23)
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and for the third term on the right-hand side of (20) to

δ(cenl , b · ∇(enl + δenl,τ ))

≤ δ‖c‖∞µ−1/2
0 ‖µ1/2enl ‖0‖b‖L∞cinvh

−1

×
(
µ
−1/2
0 ‖µ1/2enl ‖0 + δ1/2‖enl ‖mat +

µ
−1/2
0

8
‖µ1/2enl ‖0

)
≤ 9

128
‖µ1/2enl ‖2

0 +
1

16
‖µ1/2enl ‖0‖enl ‖mat

≤ 13

128
‖µ1/2enl ‖2

0 +
1

32
‖enl ‖2

mat. (24)

For bounding the fourth term on the right-hand side of (20), the triangle inequality and also
assumption (16) is utilized, which gives∑
K∈Th

δε(∆enl , b · ∇(enl + δenl,τ ))

≤ εδcinvh
−1‖∇enl ‖0‖b‖L∞

(
‖∇enl ‖0 + cinvh

−1
(
δ1/2‖enl ‖mat + δ‖b‖L∞‖∇enl ‖0

))
≤ 1

8
ε‖∇enl ‖2

0 +
cinv

8h
δ1/2ε‖∇enl ‖0‖enl ‖mat +

1

64
ε‖∇enl ‖2

0

≤ 9

64
ε‖∇enl ‖2

0 +
1

32
ε1/2‖∇enl ‖0‖enl ‖mat

≤ 5

32
ε‖∇enl ‖2

0 +
1

64
‖enl ‖2

mat. (25)

Inserting (22), (23), (24), and (25) in (20) yields

(enl,τ , e
n
l ) + δ2(b · ∇enl , b · ∇enl,τ ) +

1

2
ε‖∇enl ‖2

0 +
1

2
‖µ1/2enl ‖2

0 +
1

2
‖enl ‖2

mat

+εδ(∇enl ,∇enl,τ ) + δ(cenl , e
n
l,τ )

≤ C
((
ε+ ‖b‖2

L∞

)
‖∇ηnh‖2

0 + ‖c‖2
L∞‖ηnh‖2

0

)
+ C‖ηnh,τ‖2

0, (26)

with the constants being independent of ε. Summation over the first n time instants, multi-
plying with τ , and observing that µ(x) = c(x) leads to the inequality

‖enl ‖2
0 + δ

(
ε‖∇enl ‖2

0 + ‖µ1/2enl ‖2
0 + δ‖b · ∇enl ‖2

0

)
+

n∑
j=1

τ
(
ε‖∇ejl ‖2

0 + ‖µ1/2ejl ‖2
0 + ‖ejl ‖2

mat

)
≤ ‖e0

l ‖2
0 + δ2‖b · ∇e0

l |20 + εδ‖∇e0
l ‖2

0 + δ‖µ1/2e0
l ‖2

0

+C
n∑
j=1

τ
(
(ε+ ‖b‖2

L∞)‖∇ηjh‖2
0 + ‖c‖2

L∞‖ηjh‖2
0

)
+ C

n∑
j=1

τ‖ηjh,τ‖2
0. (27)

For the terms at the initial time, one obtains with Hölder’s inequality, the definition (9) of
the stabilization parameter, and assumption (16)

‖e0
l ‖2

0 + δ2‖b · ∇e0
l ‖2

0 + εδ‖∇e0
l ‖2

0 + δ‖µ1/2e0
l ‖2

0 ≤ C‖e0
l ‖2

0.
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Error analysis of a SUPG-stabilized POD-ROM method 11

Applying now (12), which is possible by the definitions of ηjh and Pl, and (14), thereby
observing that the finite differences approximations of the time derivative are included in
the set of snapshots, and using that τ ≤ C/N , yields

‖enl ‖2
0 ≤ C‖e0

l ‖2
0 + C

(
(ε+ ‖b‖2

L∞)‖S‖2 + ‖c‖2
L∞ + 1

) p∑
k=l+1

λk. (28)

Since
un − unl = (un − unh) + (unh − Plunh) + (Plu

n
h − unl ), (29)

applying the triangle inequality, (12), and (10) leads finally to the estimate given in Theo-
rem 3.1. �

Remark 3.2 (To the proof of Theorem 3.1.)

• The proof of Theorem 3.1 derives a bound of the error between unl and Plunh. Since Pl
is, by definition, the orthogonal projection onto the space Vl, one can write in equation
(18), for the first term on the left-hand side (Plu

n
h,τ , vl) instead of (unh,τ , vl), since both

terms are equal. However, the last term on the right-hand side of (18) does not vanishes.
To bound this term, we introduced the subset of snapshots of the finite difference approxi-
mations of the time derivative. In case one does not add these snapshots, one can bound
the error coming from the last term in (18) by a term that contains the factor (∆t)−1, so
that the error bound becomes worse, see analogous comments made in [18, Remark 1].

• Observe that the bound of the term ‖enl ‖2
0 in (28) depends on the tail of the eigenvalues

but not on the fineness of the temporal and spatial discretizations. This situation is in
contrast to the final error bound (17), where the parameters of the discretizations appear
with the same powers as in the bound (10) for the original method. The result (28) can be
proved due to the fact that we have compared the POD approximation with the projection
of the SUPG approximation instead of the projection of the analytic solution as it is often
done in the literature. The same idea was recently applied in [19].

• The assumption of using the same time steps in the FOM and the SUPG-ROM is used
by proceeding from (26) to (27), and then from (27) to (28). In the first of these steps,
one has to sum over all time instants of the SUPG-ROM method to have the telescoping
sum property and in the second step, (12) and (14) can be applied only for the snapshots,
which come from the FOM simulation.

As a corollary of Theorem 3.4, one can derive a pointwise in time error estimate in the
L2(Ω) norm. To this end, we use a lemma whose proof can be found in [17, Lemma 3.6]
together with the fact that the finite differences approximating the time derivatives are part
of the set of snapshots. As it is explained in [17], the possibility of proving pointwise in time
error estimates is one of the advantages of increasing the set of snapshots with the temporal
difference quotients.
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Lemma 3.3 Let T > 0, Z be a normed space, {zn}Mn=0 ⊂ Z , and τ = T/M . Then,

max
0≤k≤M

‖zk‖2
Z ≤ C

(
1

2M + 1

M∑
n=0

‖zn‖2
Z +

1

2M + 1

M∑
n=1

‖znτ ‖2
Z

)
,

where C = 6 max{1, T 2} and znτ = (zn − zn−1)/τ for n = 1, . . . ,M .

Theorem 3.4 (Error estimate: L2(Ω) and discrete in L∞(0, T ).) Let the assumptions of
Theorem 3.1 be satisfied. Then, there exists a constant C , independent of ε, such that it
holds for nτ ≤ T

max
1≤j≤M

‖uj − ujl ‖2
0 ≤ C

[
h2r+1 + τ 2 + ‖e0

l ‖2
0 (30)

+
(
(ε+ ‖b‖2

L∞)‖S‖2 + ‖c‖2
L∞ + 1

) p∑
k=l+1

λk

]
.

Proof Starting from (29) and utilizing (28) and (10), the only term left to be bounded is

max
1≤j≤M

‖ujh − Plujh‖2
0.

To this end, we apply Lemma 3.3 with zn = unh−Plunh and Z = L2(Ω) together with (12)
and then the statement of the theorem is reached. �

Corollary 3.5 (Error estimate: SUPG norm in space and discrete in L2(0, T ).) Let the as-
sumption of Theorem 3.1 be satisfied, then it holds

n∑
j=1

τ‖uj − ujl ‖2
SUPG

≤ C

[
h2r+1 + τ 2 + T

(
(ε+ δ‖b‖2

L∞)‖S‖2 + ‖c‖L∞
) p∑
k=l+1

λk

+T
(
ε‖S‖2 + δ‖b‖2

L∞‖S‖2 + ‖c‖L∞
)

×
(
‖e0

l ‖2
0 +

(
(ε+ ‖b‖2

L∞)‖S‖2 + ‖c‖2
L∞ + 1

) p∑
k=l+1

λk

)]
, (31)

where the constant is independent of ε.

Proof With the definition (5) of the SUPG norm and (13), one obtains

‖enl ‖2
SUPG ≤

(
ε‖S‖2 + δ‖b‖2

L∞‖S‖2 + ‖c‖L∞
)
‖enl ‖2

0.
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Using (28) and nτ ≤ T gives
n∑
j=1

τ‖ejl ‖2
SUPG ≤ CT

(
ε‖S‖2 + δ‖b‖2

L∞‖S‖2 + ‖c‖L∞
)

×
(
‖e0

l ‖2
0 +

(
(ε+ ‖b‖2

L∞)‖S‖2 + ‖c‖2
L∞ + 1

) p∑
k=l+1

λk

)
.

Applying the decomposition (29) and utilizing the triangle inequality, (10), (5), (13), and
(12) finishes the proof of this theorem. �

Remark 3.6 The error analysis for other temporal discretizations, as Crank–Nicolson, can
be carried out in a similar way taking into account some technical considerations. On the one
hand, one would need a bound analogous to (10) for the corresponding temporal discretiza-
tion. This bound can be proved arguing as in [15, Theorem 5.3]. On the other hand, one can
argue as in [18, Theorem 9] to do the corresponding changes to Theorem 3.1. The final error
bounds will be of the same principal form as for the backward Euler scheme, with the first
order convergence in time replaced by the order of the considered temporal discretization.
Since there is no new insight with respect to the ROM contributions in the error bounds and
the change with respect to the temporal scheme can be expected, we think that it is not
worthwhile to present the this analysis in detail here. But the numerical studies will show
some result that were computed with a second order temporal discretization.

4 Numerical studies

For supporting analytic results, usually an example with prescribed smooth solution (polyno-
mials, sine or cosine functions) is utilized in the literature. However, such an example does
not possess layers, which are the most important feature of solutions of convection-diffusion
equations from practice. For this reason, we decided to refrain from presenting such an ex-
ample. Instead, we like to concentrate our numerical studies on an example that models a
traveling wave. On the one hand, it has a prescribed analytic solution such that computing
errors is easily possible, but on the other hand, the solution has a layer. An example of this
form was originally proposed in [12] and a modification was utilized in [10]. This modification
will be considered also here.

Let Ω = (0, 1)2, T = 1, and let the coefficients of the convection-diffusion-reaction equation
(1) be given by ε = 10−8, b = (cos(π/3), sin(π/3))T , and c = 1. The prescribed solution
of (1) possesses the analytic form

u(t, x, y) = 0.5 sin(πx) sin(πy)

[
tanh

(
x+ y − t− 0.5√

ε

)
+ 1

]
. (32)

This solution exhibit a moving layer of width O (
√
ε). The solution at the initial time is pre-

sented in Figure 1.
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0.00

Figure 1: Solution at initial time.

All simulations were performed with the code PARMOON, [8, 26], and all linear systems of
equations were solved with the sparse direct solver UMFPACK, [6].

P1 finite elements. First, the case of P1 finite elements will be studied, i.e., r = 1. The
simulations were performed on uniform triangular meshes, where the coarsest mesh is con-
structed by dividing the unit square with a diagonal from (0, 1) to (1, 0). In the error bounds
(17), (30), and (31), which are always for the square of the errors, the impact of the spatial
resolution of the FOM appears as the term h3. Three different meshes were used for the
FOM with h ∈ {2.21 · 10−2, 1.10 · 10−2, 5.5 · 10−3} and the corresponding numbers of
degrees of freedom (including Dirichlet nodes) are 4 225, 16 641 and 66 049, respectively.
All these meshes are too coarse for resolving the layer. The choice of the SUPG stabiliza-
tion parameter is based on (9). From ‖b‖L∞ = max{cos(π/3), sin(π/3)} =

√
3/2 and

‖c‖L∞ = µ0 = 1, it follows that

δ = min

{
2h

4
√

3cinv

min

{
1

4
,

√
3h

8εcinv

}
, 1

}
. (33)

An estimate for the parameter cinv for P1 finite elements was obtained as follows. Using (3)
with l = 0, m = 1 and d = q = q′ = 2 yields

cinv ≥ h sup
vh∈Vh

‖∇vh‖0

‖vh‖0

. (34)

Then, 107 randomly chosen isosceles triangles with right angle and randomly chosen func-
tions vh were inserted in the right-hand side of (34), from which we found that cinv = 8.5
is an appropriate value. It follows from (33) for the convection-dominated regime that δ ≈
8.49 · 10−3h. This value is much smaller than usually used values, which are of the or-
der δ = Ch with C ∈ [0.1, 1]. In fact, we could observe large spurious oscillations using
this value, although the simulations did not blow up. To be more consistent with the usual
practice, and since replacing δ by Cδ with C being a fixed constant has no impact on the
numerical analysis as long as C is sufficiently small to respect the upper bounds (4), we
used for the simulations 100δ with δ from (33) and cinv as given above, i.e., the SUPG stabi-
lization parameter is approximately 0.849 h. Exemplarily, Figure 2 presents a FOM solution
at the final time from which one can see that the size of the undershoots is quite small.
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max 0.4852

0.40

0.30

0.20

0.10

min -0.0014

Figure 2: P1 finite elements. FOM solution at t = 1.0 for h = 1.10 · 10−2, with SUPG
stabilization.

As temporal discretization, both the backward Euler scheme and BDF2 (with the first step to
be a backward Euler step) were utilized. For the time step, τ = 10−4 was used. The POD
was performed with the snapshots of all time instants. As usual in practice, the POD was
applied to fluctuations of the snapshots.

ROM simulations were performed also with the backward Euler and the BDF2 scheme. For
τ = 10−4, we found that the results turned out to be practically identical. First, one can
conclude that the term with respect to the time step in the error bounds is negligible. This
effect was in fact our goal of choosing a very small time step, since the numerical simulations
shall study the spatial error of the ROM solutions and not the temporal error. And second, for
the sake of brevity, it is sufficient to restrict the presentation of the results to one method. We
decided to choose the backward Euler method since it corresponds to the analysis from Sec-
tion 3. As initial condition in the ROM simulations, the L2(Ω) projection of the initial condition
of the corresponding FOM simulations was utilized. Hence, e0

l = 0 and the corresponding
term in the error bounds vanishes.

For performing the POD and computing the basis for the ROM simulations, two approaches
were pursued. The first one is the standard one, which uses the snapshots of the solu-
tion. It will be called SnapSol . In the second approach, in addition to the snapshots of the
solution, also the snapshots of the approximation of the time derivative were utilized. This
approach corresponds to the situation that was analyzed in Section 3 and it will be called
SnapSolTimeDeriv .

Since the layer is not resolved by the used grid, it appears to the discrete method as a
kind of singularity. A consequence is that the order of error reduction with respect to the
mesh width for the errors we are interested in is reduced to 0.5. We checked that for larger
diffusion coefficients, where the solution does not possess a layer, the optimal orders can be
observed.

Results for the norm in L2((0, T );L2(Ω)) are presented in Figure 3. These pictures contain
the line that corresponds to the error obtained with the FOM solution uFOM, the curve that
describes the error between the FOM and the ROM solution ‖uFOM−uROM‖L2((0,T );L2(Ω)),
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Figure 3: P1 finite elements. Errors of the ROM solutions in L2((0, T );L2(Ω)); top to bot-
tom: meshes with h ∈ {2.21 · 10−2, 1.10 · 10−2, 5.5 · 10−3}; left: SnapSol ; right: Snap-
SolTimeDeriv . Note the different scalings of the abscissas. The notation uFOM − uROM

stands for ‖uFOM − uROM‖L2((0,T );L2(Ω)).

and the curve for the term

SΛl =

((
(ε+ ‖b‖2

L∞)‖S‖2 + ‖c‖2
L∞ + 1

) p∑
k=l+1

λk

)1/2

, (35)
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Figure 4: P1 finite elements. Errors of the ROM solutions in l∞((0, T );L2(Ω)); mesh with
h = 1.10·10−2; left: SnapSol ; right: SnapSolTimeDeriv . The notation uFOM−uROM stands
for ‖uFOM − uROM‖l∞((0,T );L2(Ω)).

which is the last term in the error bound (17). It can be observed that in all cases the ROM
solution tends to the FOM solution as the rank of the ROM space increases, since the red
lines takes very small values. The finer the FOM simulations, i.e., the more details of the
solution are computed, the more basis functions in the ROM are needed to come close
to the FOM error, note the different scalings of the abscissas. The convergence is faster for
SnapSol , i.e., for the standard POD approach, and the errors are smaller. For small numbers
of ROM basis functions, an oscillatory behavior of the error obtained with SnapSolTimeDeriv
can be seen. We think that this behavior is caused by using two subsets of snapshots in the
POD that are of different nature: the solution and the temporal derivative. Maybe, the basis
functions that are added are determined alternately by these two subsets.

The behavior of the error in l∞((0, T );L2(Ω)) is very similar to the errors inL2((0, T );L2(Ω)),
compare Figure 4 for an exemplary result.

Figure 5 presents the results for the L2((0, T );SUPG) error. Again, the principal behavior
of the curves is the same as described for the error in L2((0, T );L2(Ω)).

A striking feature of all results in Figures 3 – 5 is that the shapes of the red and the blue
curves are rather similar. Hence, the term SΛl from (35) is up to a factor a good approxi-
mation of the error ‖uFOM − uROM,l‖ in the respective norm, where the first l POD modes
were utilized for computing the ROM solution. A detailed inspection of the results shows
that this factor is usually between around 10 and 100 – 300 as long as the rank of the
ROM basis is sufficiently small, which is the standard case in applications. For the error in
L2((0, T );SUPG), this observation allows to obtain an a posteriori error estimate for the
ROM solution

‖u− uROM,l‖L2((0,T );SUPG)

≤ ‖u− uFOM‖L2((0,T );SUPG) + ‖uFOM − uROM,l‖L2((0,T );SUPG). (36)
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Figure 5: P1 finite elements. Errors of the ROM solutions in L2((0, T );SUPG); top to
bottom: meshes with h ∈ {2.21 · 10−2, 1.10 · 10−2, 5.5 · 10−3}; left: SnapSol ; right: Snap-
SolTimeDeriv . Note the different scalings of the abscissas. The notation uFOM − uROM

stands for ‖uFOM − uROM‖L2((0,T );SUPG).

Concerning the first term on the right-hand side of (36), a robust a posteriori residual-based
error estimator for the error in the SUPG norm at each time instant was proposed in [7], under
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Figure 6: P1 finite elements. Dotted line with markers: ‖S‖2; solid line with markers:∑p
k=l+1 λk; left: SnapSol ; right: SnapSolTimeDeriv .

an assumption which is discussed in detail in this paper. Numerical studies in [7] show that
the error is usually overestimated by a factor of magnitude 10, independently of ε since the
estimator is robust. In the pre-processing simulation for computing the FOM solution, the first
term on the right-hand side of (36) can be approximated by evaluating the error estimator,
which is inexpensive. The second term on the right-hand side of (36) can be approximated
by SΛl, which gives for the considered example and the common approach SnapSol also an
overestimation of 10 or even less for a wide range of ranks and independently of the mesh
size.

Finally, in order to provide some insight in the term SΛl from (35), Figure 6 depicts results
concerning the terms ‖S‖2 and the tail of the eigenvalues

∑p
k=l+1 λk, which are contained

in SΛl. It can be seen that both terms increase with increasing refinement of the mesh.
The term ‖S‖2 is of the order of several hundreds. This order of magnitude corresponds to
the orders reported in [19, p. 361] for corresponding matrices in the case of incompressible
Navier–Stokes equations. Concerning the tail of the eigenvalues, the qualitative behavior is
similar for SnapSol and SnapSolTimeDeriv , but the quantitative values are much different.
The values for SnapSolTimeDeriv are larger by at least three orders of magnitude. We could
observe that the eigenvalues of SnapSol and SnapSolTimeDeriv themselves differ by a sim-
ilar order of magnitude (not presented for brevity). In addition, we observed by performing
simulations with ε ∈ {10−2, 10−4, 10−6, 10−8} that the tail of the eigenvalues for a fixed
rank is usually the higher the smaller the diffusion coefficient is, for both SnapSol and Snap-
SolTimeDeriv . Since we think that this behavior can be expected, we like to abstain from a
detailed presentation of this result.

P2 finite elements. Numerical studies for P2 finite elements were performed on the same
type of grids as for P1 finite elements, with h ∈ {2.21 · 10−2, 1.10 · 10−2, 5.5 · 10−3},
which led to 16 641, 66 049 and 263 169 degrees of freedom, respectively. BDF2 was used
as temporal discretization with the time step τ = 10−4 and a backward Euler step at the
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beginning. The choice of the SUPG parameter followed the approach that was used for P1

finite elements. For the constant in the inverse inequality (3), we found that cinv = 17.7 is
an appropriate value. With this value, one obtains from (33) a value of around 4 · 10−3h and
multiplication with 100 leads to δ ≈ 0.4 h, which is of the same order as the parameter used
in [10] (δ = h). For P2 finite elements, the common way of storing the FOM solution only at
selected time instants was applied. Concretely, the snapshots were stored after every tenth
time step. These approaches will be called SnapSol10 and SnapSolTimeDeriv10.

Results for the ROM error in L2((0, T );L2(Ω)) are presented in Figure 7 and examples for
some ROM solutions at the final time in Figure 8. Concerning the error, a qualitatively similar
behavior can be observed as for P1 elements, compare Figure 3. In particular, the shapes of
the curves for ‖uFOM−uROM‖L2((0,T );L2(Ω)) and SΛl are again similar. But there are also a
number of differences compared with the P1 case, which will be discussed next. Whereas for
the same number of degrees of freedom, the number of ROM basis functions for obtaining
a certain error with respect to the FOM solution is similar for the method that uses only the
snapshots, considerably more basis functions are needed for the other method. The curves
for SΛl decrease slower for larger ranks. And finally, the curves for SnapSolTimeDeriv10
are less oscillatory for small ranks. Figure 8 shows that increasing the rank does not only
usually reduces the error, but it decreases also the size of the undershoots. In addition, the
smearing of the layer might be reduced, which can be seen by comparing the maximal values
for SnapSolTimeDeriv10 in Figure 8 with the corresponding value in Figure 2.

For brevity, the results for the error in l∞((0, T );L2(Ω)) will be not presented, since they
resemble closely the results for the errors in L2((0, T );L2(Ω)), like in the case of the P1

finite element. Also for the error in L2((0, T );SUPG), the results look similar as for the
P1 finite element. In Figure 9, it can be seen that again the curves for SΛl overestimate
the curves for ‖uFOM − uROM‖L2((0,T );SUPG) by around of factor of 10. Thus, the way for
computing an a posteriori error estimate that is described for P1 finite elements and SnapSol
can be used also for P2 finite elements and SnapSol10.

5 Summary and outlook

An error analysis for a SUPG-stabilized POD-ROM method for convection-diffusion-reaction
equations was presented. The constants in the error bounds do not blow up if the diffusion
coefficient becomes small. Numerical simulations illustrate the behavior of the method. An
approach for an a posteriori estimation of the error in the norm of L2((0, T );SUPG) is
proposed.

The way of analyzing the errors required to consider a set that contains not only the snap-
shots of the FOM solution but also approximations of the temporal derivative. In our opinion,
the most important open question is the derivation of error estimates with constants that are
independent of the diffusion coefficient and of the inverse of the length of the time step for
a SUPG-ROM method that uses only the snapshots, compare Remark 3.2. The numerical
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Figure 7: P2 finite elements. Errors of the ROM solutions in L2((0, T );L2(Ω)); top to bot-
tom: meshes with h ∈ {2.21 · 10−2, 1.10 · 10−2, 5.5 · 10−3}; left: SnapSol10; right: Snap-
SolTimeDeriv10. The notation uFOM − uROM stands for ‖uFOM − uROM‖L2((0,T );L2(Ω)).

studies presented in this paper are promising that such estimates can be obtained, since
they show that this method (SnapSol) usually performed better than the analyzed method
(SnapSolTimeDeriv ). Another open question is the analysis of SUPG-ROM methods where
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Figure 8: P2 finite elements. Solution at t = 1.0 for SUPG ROM with h = 1.10 · 10−2; left:
SnapSol10; right: SnapSolTimeDeriv10.

the snapshots are stored only after m time steps, with m ∈ N, m > 1, i.e., of methods like
SnapSol10 and SnapSolTimeDeriv10.
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Figure 9: P2 finite elements. Errors of the ROM solutions in L2((0, T );SUPG); mesh with
h = 1.10 · 10−2; left: SnapSol10; right: SnapSolTimeDeriv10. The notation uFOM − uROM

stands for ‖uFOM − uROM‖L2((0,T );SUPG).
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