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Abstract. In this paper we present the automated software
tool ELDA (EARLINET Lidar Data Analyzer) for the re-
trieval of profiles of optical particle properties from lidar
signals. This tool is one of the calculus modules of the
EARLINET Single Calculus Chain (SCC) which allows for
the analysis of the data of many different lidar systems of
EARLINET in an automated, unsupervised way. ELDA de-
livers profiles of particle extinction coefficients from Raman
signals as well as profiles of particle backscatter coefficients
from combinations of Raman and elastic signals or from
elastic signals only. Those analyses start from pre-processed
signals which have already been corrected for background,
range dependency and hardware specific effects. An expert
group reviewed all algorithms and solutions for critical cal-
culus subsystems which are used within EARLINET with
respect to their applicability for automated retrievals. Those
methods have been implemented in ELDA. Since the soft-
ware was designed in a modular way, it is possible to add new
or alternative methods in future. Most of the implemented
algorithms are well known and well documented, but some
methods have especially been developed for ELDA, e.g., au-
tomated vertical smoothing and temporal averaging or the
handling of effective vertical resolution in the case of lidar
ratio retrievals, or the merging of near-range and far-range
products. The accuracy of the retrieved profiles was tested
following the procedure of the EARLINET-ASOS algorithm
inter-comparison exercise which is based on the analysis of

synthetic signals. Mean deviations, mean relative deviations,
and normalized root-mean-square deviations were calculated
for all possible products and three height layers. In all cases,
the deviations were clearly below the maximum allowed val-
ues according to the EARLINET quality requirements.

1 Introduction

Lidars are an excellent tool to study vertical profiles of dif-
ferent aerosol properties. But before the year 2000, lidar data
sets were mostly limited to observations at only few stations
and short term field campaigns. The situation changed, when
EARLINET (European Aerosol Research Lidar NETwork)
was established in 2000 as a coordinated lidar network on
continental scale (Bosenberg et al., 2003) with the goal to es-
tablish a long-term systematic observation of the vertically
resolved aerosol distribution over Europe. EARLINET con-
sists of research lidars which have originally been designed
for many different purposes. These instruments cover a large
range with respect to complexity, temporal and range res-
olution, and vertical measurement range (Pappalardo et al.,
2014; Freudenthaler et al., 2016). Thus, there are as many
different analysis tools as distinct lidar systems in the net-
work. Most of them were designed for manual operation.
They are individually optimized for the corresponding lidar
instrument. EARLINET put large effort into the development
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of quality standards on instrument and software level in order
to ensure a homogeneous level of data quality. The primary
goal of EARLINET is to deliver high-quality climatologi-
cal data within 6 months after the measurement according to
EARLINET rules.

Beside the need for high-quality climatological aerosol
profile data, an upcoming and increasing need for faster de-
livery and higher availability of such data is arising, e.g., for
the study of transport events or for data assimilation in air
quality forecasting models. Therefore, one of the major goals
of the EARLINET-ASOS (EARLINET Advanced Sustain-
able Observation System) project (2006-2011) was to de-
velop a single calculation chain (SCC) which allows for an
analysis of the raw lidar data of all the different EARLINET
lidar instruments in an automated, unsupervised way in order
to speed up data analysis and data availability and to improve
the homogeneity of the delivered data due to the use of only
one single algorithm (D’ Amico et al., 2015). The case of the
eruption of Eyjafjallajokull volcano in Iceland 2010 demon-
strated the need for such an automated tool for fast and co-
ordinated data delivery. Unfortunately, the SCC was not yet
finished at that time, and thus, the publication of scientifically
quality assured EARLINET data of this event lasted 2 years
(Pappalardo et al., 2013). Meanwhile, the SCC has become
available and Sicard et al. (2015) demonstrated its ability to
deliver backscatter and extinction profiles in near real-time
during an intense field campaign in the Mediterranean basin
in summer 2012.

SCC consists of different modules (D’ Amico et al., 2015).
The pre-processor module ELPP (EARLINET Lidar Pre-
Processor) applies many different corrections to the raw li-
dar signals before they can be used to derive profiles of op-
tical aerosol properties (D’Amico et al., 2016). Those are
general corrections, like range correction, or hardware spe-
cific corrections, like trigger delay correction. ELPP also de-
termines and provides data for atmospheric corrections like
the correction for atmospheric transmission due to molecular
scattering. The task of the optical processor module ELDA
(EARLINET Lidar Data Analyzer) is to retrieve profiles of
optical aerosol properties from the pre-processed signals.
The SCC database is used for the handling of all input param-
eters and contains technical descriptions of the instruments.
A daemon software automatically starts the ELPP and ELDA
modules. Finally, a user friendly web-interface is provided to
upload the raw signal files, access to all input parameters and
download the pre-processed and processed data.

The general applicability of the overall SCC and of ELDA
algorithms to signals from different lidar systems is demon-
strated in D’ Amico et al. (2015) and Wandinger et al. (2016)
using data that have been obtained during the EARLINET
instrument inter-comparison campaign at Leipzig in 2009
(EARLIO09). The accuracy of SCC products with respect to
manually analyzed profiles has been validated using long-
term observations under different meteorological situations
(D’ Amico et al., 2015). In addition to these previous stud-

Atmos. Meas. Tech., 9, 3009-3029, 2016

I. Mattis et al.: EARLINET SCC: Calculation of optical products

ies, this paper focuses on tests of the performance of the
overall SCC and of ELDA in terms of accuracy. Those tests
have been performed by analyzing the synthetic lidar sig-
nals which were generated for the EARLINET-ASOS algo-
rithm inter-comparison exercise (Bockmann and Pappalardo,
2007; EARLINET-ASOS, 2011) based on the methodology
described in Pappalardo et al. (2004).

This paper is the third in a series of three publications
about the SCC. The general structure of SCC is described
in the first paper by D’ Amico et al. (2015). The second paper
by D’ Amico et al. (2016) provides a detailed description of
the SCC pre-processor module. The focus of this third paper
is on the description of the SCC module for the retrieval of
profiles of optical aerosol properties ELDA. It provides an
overview on all implemented standard algorithms together
with a full documentation of methods which have specially
developed for ELDA. Whenever SCC-derived EARLINET
data will be used in future scientific studies, this general doc-
umentation will be a very useful tool for the understanding
and interpretation of the data.

This paper is structured as follows: Section 2 provides a
general overview on ELDA, including a list of possible prod-
ucts. This section explains the procedure of selection of im-
plemented algorithms and provides a specification of ELDA’s
interfaces to other SCC modules, and a description of the
technical implementation. Section 3 provides a summary
of ELDA’s methods and algorithms which are already well
known, well documented, and well tested (standard algo-
rithms). Methods and algorithms which have especially been
developed or adopted for ELDA are described in Sect. 4.
Those are the handling of effective vertical resolution in the
case of lidar ratio calculation (Sect. 4.2), the merging of prod-
uct profiles in the case of measurements with near-range and
far-range telescopes (Sect. 4.3), and the automated vertical
smoothing and temporal averaging (Sect. 4.1). The results of
the validation of ELDA with the tools of the EARLINET al-
gorithm inter-comparison exercise are presented in Sect. 5.
Finally, Sect. 6 provides a summary of this paper.

2 EARLINET Lidar Data Analyzer (ELDA)

The optical processor module of SCC (ELDA) retrieves pro-
files of optical aerosol properties from the pre-processed sig-
nals. Those are grouped into the following product types:

— elastic backscatter coefficient: profile of particle
backscatter coefficient 8 that is derived from an elas-
tic signal only (Klett, 1981; Fernald, 1984; Di Girolamo
et al., 1999; Masci, 1999),

— Raman backscatter coefficient: profile of particle
backscatter coefficient that is derived from a combina-
tion of an elastic signal and a Raman signal (Ansmann
et al., 1992b; Ferrare et al., 1998),
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— extinction coefficient: (in SCC web-interface referred to
as “extinction only”): profile of particle extinction co-
efficient o« which is calculated with the Raman method
(Ansmann et al., 1990, 1992a), and

— lidar ratio: (in SCC web-interface referred to as “lidar
ratio and extinction”) which consists of a particle ex-
tinction profile and the corresponding particle backscat-
ter profile, both obtained with the Raman method and
with the same effective vertical resolution. This product
allows for the calculation of a profile of the particle lidar
ratio S.

Profiles of backscatter coefficients are typically calculated
with high vertical resolution. They are inserted into the b-
files of the EARLINET database (Pappalardo et al., 2014).
Profiles of particle extinction coefficients typically have a
lower vertical resolution because extinction retrievals with
the Raman method are associated with vertical smoothing.
Extinction coefficients and lidar-ratio products both can be
found in the e-files as defined for the EARLINET database.

2.1 Selection of implemented methods and algorithms

The SCC module ELDA was developed as a software pack-
age that is able to retrieve aerosol properties in an automatic
way and without the need for operator interaction. As a first
step in the development of this software package, an ex-
pert group has compiled a list of calculus subsystems which
might be difficult to handle or for which different solutions
are used within EARLINET. Those critical calculus subsys-
tems are the following:

1. in the calculation of extinction coefficients:

a. the calculation of the derivative,

b. the estimation of the uncertainty of the derived ex-
tinction,

c. the determination of the overlap function and of the
height of complete overlap, and

d. the assumption of the Angstrém exponent;
2. in the calculation of Raman backscatter coefficients:

a. the detection of the calibration height or height
range and

b. the estimation of the calibration value;
3. in the calculation of elastic backscatter coefficients:

a. the assumption of the unknown profile of the parti-
cle lidar ratio and

b. the determination of the overlap function and of the
height of complete overlap;

4. the general handling of vertical smoothing and temporal
averaging.
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Next, a survey was performed among the EARLINET groups
in order to compile a list of all algorithms used in the com-
munity and to collect individual solutions of the critical cal-
culus subsystems. Finally, all reported algorithms and meth-
ods have been reviewed by the expert group with respect to
their general applicability for the automated algorithms of
the SCC software. If several suitable solutions for one spe-
cific problem are widely used in the community, they were
implemented in the software code as parallel options, allow-
ing the user to choose among them. This is the case, e.g., for
the retrieval of uncertainties where the user has the choice
between the options “Monte Carlo” and “‘error of the used
method (error propagation)”. Table 2 provides an overview
on all implemented products with their optional methods of
retrieval and error estimation. Further, it was decided to de-
sign the SCC software in a modular way that is easily possi-
ble to implement additional algorithms or new optional meth-
ods in future.

2.2 Interfaces

Figure 1 in D’Amico et al. (2015) illustrates the general
structure of the SCC and the interfaces that connect ELDA
to the other modules of the SCC.

Main source of data input to ELDA are intermediate files
in NetCDF format (http://www.unidata.ucar.edu/software/
netcdf/docs) which are produced by ELPP. They contain sig-
nal data which were corrected for atmospheric and electronic
background and range-dependency. A value of statistical un-
certainty is attributed to each data point. System specific cor-
rections like dead-time correction or overlap correction are
already applied by ELPP to these signals as well. The pre-
processed signals have been re-sampled to an uniform time
and range resolution. Additionally, the intermediate files con-
tain the corresponding profiles of atmospheric transmission
due to molecular scattering, profiles of the molecular scat-
tering coefficients, and profiles of cloud flags. The cloud-
flag profiles are actually provided by the user within the
SCC raw files. A new module for automated cloud-masking
will be implemented into the SCC within the ACTRIS-2
(Aerosol, Clouds and Trace gases Research InfraStructure)
project (http://www.actris.eu). The user can provide input pa-
rameters for the data analysis that change frequently (e.g., the
actual lidar ratio) to the SCC within the raw input signal files.
This information is transferred by ELPP to ELDA within the
intermediate NetCDF file. Each of these intermediate files
contains all necessary information which can be provided by
ELPP for the retrieval of one individual product. If several
products shall be derived by ELDA, separate intermediate
files have to be prepared by ELPP for each of them. All pro-
files corresponding to a particular product are delivered with
the same, user-defined sampling interval. For example, if an
extinction profile shall be retrieved from a combination of
signals from different telescopes, both the near-range and the
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far-range signals are delivered with the same sampling inter-
val.

The relational SCC database is used to store system spe-
cific parameters and product calculation options which do not
change from measurement to measurement like the height
range in which the products typically can be derived or the
maximum statistical uncertainty that shall be achieved by the
retrievals.

The results obtained by ELDA are written in NetCDF
files. The format of these b-files and e-files strictly follows
the EARLINET rules (see http://www.earlinet.org). Beside
the required information, they contain new additional vari-
ables and attributes, e.g., the measurement ID, information
on cloud-flag profiles, and profiles of the automatically ob-
tained vertical resolution. ELDA products are always pro-
vided with the same sampling interval as the sampling inter-
val of the pre-processed signals.

The SCC daemon module automatically starts ELDA as
soon as there are pre-processed signals of a new measure-
ment available. The daemon also monitors the exit status of
ELDA and informs the user about success or failure of the
current ELDA run.

The products of the SCC can be derived in different ways
depending on the complexity of the used lidar system. For
example, particle backscatter coefficients can be calculated
from a single signal only, or from a combination of signals
from different telescopes or from a combination of signals
containing different polarization components. Many differ-
ent use cases describe all possible ways to retrieve a prod-
uct from one or from a combination of several signals. They
also describe whether the signal combination needs to be per-
formed in ELPP or in ELDA (D’ Amico et al., 2016).

2.3 General technical aspects of ELDA

ELDA is a command line application that has been devel-
oped with the platform independent compiler language Free
Pascal (http://www.freepascal.org/). Free Pascal is a 32 and
64 bit Pascal compiler for several processors, e.g., Intel x86,
Amd64/x86-64, PowerPC, PowerPC64, Sparc, or ARM. Free
Pascal can be used on many popular operating systems like
for instance Linux, Mac OS, DOS, Win32, and Win64. Pro-
grams developed with Free Pascal compile on any platform.
Since the compiler is the same for all platforms it pro-
duces equivalent products (executables) for different plat-
forms without any recoding. Free Pascal is freely available.
Its packages and runtime library come under a modified Li-
brary GNU Public License (LGPL).

ELDA requires a database which operates on a MySQL
database server version 4.0 to 5.5. MySQL is an open source
software for Windows and Unix/Linux (http://www.mysql.
com). Further, MySQL and NetCDF libraries corresponding
to the operating system are required.

When operated as module of the SCC, ELDA is started
by the SCC daemon software automatically. There is also the
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option to start ELDA individually at command line by the
command:

> elda M [—c config_file]

The mandatory parameter M is the measurement ID of the
lidar observation which should be processed, with the op-
tional parameter config_file one can provide the location of a
configuration file. If this parameter is not provided, a config-
uration file must be provided at the actual working directory.
The configuration file contains parameters like database con-
nection data or paths of input, output, and log data.

ELDA was written with an object-oriented structure. Main
classes are product factories and data profiles. When ELDA
is started, instances of product factories are created for
each scheduled product type and wavelength. Those facto-
ries load intermediate NetCDF files and product calculation
options from the SCC database, calculates extinction and/or
backscatter profiles, applies automatically vertical smooth-
ing and temporal averaging, and finally, store the profiles in
EARLINET NetCDF format.

ELDA comes with a logging system which allows for writ-
ing log files with variable, user-defined log levels. A log file
is generated for each analyzed measurement. The log level
can range from “llQuiet” (no log output) to “lIDebug” (all
messages are logged).

3 Standard algorithms implemented in ELDA

All retrieval algorithms implemented in ELDA are well
known in the lidar community, well documented in various
publications and well tested in many applications. Thus, the
following sections do not provide detailed descriptions of the
implemented formulas. Instead, details of the implementa-
tion, especially of the critical calculus subsystems, and user
adjustable parameters are explained.

3.1 Calculation of particle backscatter coefficient

One critical subsystem in the retrieval of particle backscatter
coefficients (with any method) occurs if the corresponding
lidar system detects parallel (P and cross polarized (P
components of elastically backscattered signals in separate
channels. Before those signals can be used for backscatter
retrievals, they are combined in ELDA into a total signal us-
ing the formula

p=rPl+Fs Pt (1)

The depolarization factor Fs needs to be provided by the
user in the corresponding SCC raw signal file and is pro-
vided to ELDA in the intermediate file. This factor represents
the simplest form of the calibration factor for the retrieval of
the volume depolarization ratio § = F5 P~/Pl. Actually, a
new module of SCC is under development, which will auto-
matically performs the depolarization calibration if the user
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submits a calibration measurement which is obtained with
the A90° method (Freudenthaler, 2016). The next version of
ELDA will be able to handle those more sophisticated cali-
bration data.

3.1.1 Raman backscatter

In the assessment report of existing calculus subsystems used
within EARLINET (Mattis et al., 2007), it was found that
two different methods are used to derive Raman backscatter
coefficients. Both methods are based on the same idea, have
the same advantages and sources of uncertainty. They differ
only in the way to perform the mathematical calculations.

The methodology as described by Ferrare et al. (1998) cal-
culates the backscatter coefficient 8 via the backscatter ratio.
It was implemented as standard algorithm in ELDA. The cal-
ibration value has to be provided in terms of backscatter ra-
tio (which has a value of 1 in ideal aerosol free conditions).
The original algorithm of Ansmann et al. (1992b) is fore-
seen as alternative method in the code, but was not yet fully
implemented. The calibration value for this method would
have to be provided in terms of particle backscatter coeffi-
cient (which has a value of Om~!sr~! in ideal aerosol free
conditions). Details of the calibration procedure and its pa-
rameters are explained in Sect. 3.1.3.

3.1.2 Elastic backscatter coefficient

Also for the retrieval of backscatter coefficient from elastic
signals, the EARLINET partners use two different methods.
Those are the iterative method (Di Girolamo et al., 1999;
Masci, 1999) and the Klett—Fernald algorithm in backward
integration mode (Klett, 1981; Fernald, 1984) . Both meth-
ods are implemented in ELDA and the user has to choose
among them. Both methods require the input of a profile of
particle lidar ratio S. If available, the user may provide a
S profile as an ancillary file together with the raw data file
of the corresponding measurement. This information is then
passed by ELPP via the intermediate file to ELDA. In most
cases, an appropriate S profile is not available. For such cir-
cumstances, the user can provide a single, typical S value in
the SCC database or raw data file that is used by ELDA for
the whole profile.

In the iterative method, profiles of the particle backscat-
ter coefficient are calculated with the Raman method that
is implemented in ELDA. Instead of the measured Raman
signal, here we use a virtual molecular signal that is simu-
lated in each iteration step i from the profile of the molecu-
lar scattering coefficient and from the profile of the particle
backscatter coefficients of the previous step ,Bpl.ail . For the
initial step, the molecular signal is calculated with the as-
sumption that the particle backscatter coefficient is equal to
zero at all heights. The iteration is finished successfully if
the absolute value of the relative distance 85 between the
backscatter profiles of two subsequent iterations steps is be-
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low a certain percentage threshold. The convergence crite-
rion 85.) is defined as

par par
8/3_ fﬂ(i)_f’B(i—l) )
OT| T # | 2

(i=1

The process is finished successfully as soon as the conver-
gence criterion is fulfilled or it is aborted returning an error
exit code when a maximum number of iteration steps was
performed without meeting the convergence threshold. The
user can provide the maximum number of iteration steps and
the convergence threshold in the SCC database as parameters
to ELDA. Typical values are 10 steps and 0.01 (1 %).

The convergence criterion in Eq. 2 is a relative value
that describes how the relative distance between subsequent
backscatter profiles changes from step to step. As an advan-
tage of this definition, the threshold of 85) is a percentage
value that does not depend on the magnitude of the actual
backscatter values. Thus, the same threshold can be used for
retrievals at different wavelengths or for different meteoro-
logical situations which might be characterized by very dif-
ferent values of [ Bl For the calculation of the difference
between backscatter profiles ELDA uses the integrated val-
ues. Those are less influenced by statistical uncertainties than
individual points of the backscatter profile. Integrals are cal-
culated between minimum and maximum height of the cor-
responding product (see Sect. 3.4).

3.1.3 Handling of backscatter calibration

All methods of calculating profiles of particle backscatter
coefficients include a certain calibration procedure. Usu-
ally a particle-free region in the free troposphere rf with
BP¥ (rrer) = 0 is used for calibration. ELDA is searching au-
tomatically for such a region. It searches for an altitude re-
gion where

— the elastically backscattered signal in the case of the
Klett—Fernald method,

— the ratio between the elastically backscattered signal
and Raman signal in case of Raman method, or

— the ratio between the elastically backscattered signal
and the virtual molecular signal in case of iterative
method

are at minimum. A calibration window of user-defined width
is shifted through the altitude region, where particle-free con-
ditions typically occur (user-defined calibration interval). For
each window position, the average and standard deviation of
the signal or signal ratio is calculated. It is assumed that the
window position where the signal or signal ratio has its min-
imum is closest to the assumed particle-free conditions. The
average value within this calibration window and its standard
deviation are used to estimate the calibration factor and its
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statistical uncertainty. If the user knows from ancillary data,
e.g., from sun-photometer observations or from climatolog-
ical data of the stratospheric particle load, that there is no
particle-free altitude layer, it is possible to provide backscat-
ter ratios different from 1 as calibration value. Windows with
standard deviations larger than the user-defined maximum al-
lowable statistical error (see Sect. 4.1) are not used for cal-
ibration. From this reason, it may happen that no valid cal-
ibration window can be found if the signal-to-noise ration
within the calibration interval is strongly reduced, e.g., due
to clouds in lower parts of the profile.

This method has the disadvantage that it does not guaran-
tee that there are no particles at all in the calibration win-
dow. The algorithm would find a minimum also in the case
that there are fewer particles than in other altitude regions
only. This uncertainty may cause large errors in the retrieved
backscatter profiles. A further, stronger criterion to find parti-
cle free regions would be a test whether the measured signals
have the same shape like a theoretically assumed Rayleigh
signal. It is planned to implement a better method to search
for a proper calibration window that applies different statis-
tical tests to ensure that the shape of the tested signal cor-
responds to the shape of a Rayleigh signal (Freudenthaler,
2009; Baars et al., 2016).

3.1.4 Comparison of different backscatter methods

Figure 1 illustrates the results of the different alternative
backscatter retrieval methods based on the synthetic sig-
nals at 532 and 607nm that have been provided within
EARLINET in the framework of the algorithm inter-
comparison exercise (Bockmann and Pappalardo, 2007
EARLINET-ASOS, 2011). All products have been retrieved
with the same calibration parameters. Details of the calibra-
tion procedure are explained in paragraph 3.1.3. The calibra-
tion window of 1km width has to be found automatically
within the calibration interval which is between 5 and 10 km
altitude. It was assumed that there are completely particle-
free conditions within the calibration window. The individ-
ual calibration windows of the different backscatter products
have been found between 7.5-8.5 and 9.0-10.0 km altitude.
All ELDA results agree very well with the input data (black
line below the colored lines) with mean deviations smaller
than 1 x 10~"m~!sr~!. Best agreement is achieved with the
Raman method (mean relative deviations less than 10 %), fol-
lowed by the Klett—Fernald algorithm (mean relative devia-
tions less than 15 %) and the iterative method (mean relative
deviations up to 30 %). Solid red and green lines have been
obtained with the assumption of an altitude independent par-
ticle lidar ratio value of 62 sr, which is the mean value of
the input particle lidar ratio profile of the simulation. The ef-
fective vertical resolution and relative statistical errors of all
three methods are nearly equal.

Atmos. Meas. Tech., 9, 3009-3029, 2016

I. Mattis et al.: EARLINET SCC: Calculation of optical products

8 M
Lt i o i
7 My 1 F——RMC .
B 1 f—itfLR 1
6 H 4 W itILRMC |+
L i it LR MC2 |
5 H & _ | - it LRp —
| & 1 - itLRpMC | |
E ——KF fLR MC
oA S~ 1 KF fLR MC2 ]
c - 1 - KF LRp MC| 1
2 y
@ 3ne 1T ]
HY i i
2 H € 4 L i
1 H 4 R ]
0 I B e R ~1 P I R | P T
0 1 2 3 05101520 0 10 20 30 40
Backscatter Eff. vertical Uncertainty, %

coeff., Mm™* srt resolution, km

Figure 1. Profiles of the particle backscatter coefficient at 532 nm
(left panel), its effective vertical resolution (center panel), and rela-
tive statistical uncertainties (right panel). The colored lines show
the results of ELDA corresponding to the different tested meth-
ods which identified in the legend by short IDs (See Table 2 for
full descriptions of the tested methods). The bold black line (below
the colored lines) in the left panel shows the input data of the al-
gorithm inter-comparison exercise. The Raman backscatter profile
was obtained with automated smoothing. All other profiles were
calculated with the vertical resolution of the pre-processed signals
of 60 m. Thin black lines indicate the general constraints of all re-
trievals. Maximum allowable smoothing was 500 m and 2 km below
and above 2 km altitude, respectively (center). Maximum allowable
relative errors were 10 and 20 % below and above 2 km, respectively
(right).

3.2 Calculation of particle extinction coefficient

ELDA calculates profiles of particle extinction coefficients
with the Raman method (Ansmann et al., 1990, 1992a) from
pre-processed Raman signals. Those signals are already cor-
rected for incomplete overlap, background, range depen-
dency and other system specific effects. In a first step, ELDA
corrects the pre-processed signals for atmospheric transmis-
sion due to molecular extinction. Profiles of atmospheric
transmission at emitted wavelength and at Raman shifted
wavelengths are also provided by ELPP in the intermedi-
ate files. In the current version of ELDA, the user has the
choice to calculate the derivative of the pre-processed sig-
nals by weighted or non-weighted linear fit method. In case
of weighted linear fit, uncertainties of individual data points
are not taken into account when calculating the linear fit.
In case of weighted linear fit, data points with larger uncer-
tainties weigh less than data points with lower uncertainties
within the calculation of the linear fit (Press et al., 1992).
Some groups in EARLINET use other methods for the re-
trieval of the derivative (Pappalardo et al., 2004; Iarlori et al.,
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2015). The implementation of these methods is prepared in
the code, but not yet completely realized.

If the user decides to obtain an extinction only product,
only the profile of the particle extinction coefficient is re-
trieved and exported to a NetCDF file together with the pro-
file of its statistical error and effective vertical resolution ac-
cording to EARLINET format of e-files. If the product lidar
ratio and extinction is selected, ELDA additionally calculates
with the Raman method a profile of particle backscatter co-
efficient, which has the same effective vertical resolution as
the extinction profile. In this case, the derived e-file contains
the extinction and backscatter profiles together with their sta-
tistical errors and the effective vertical resolution profile.

Figure 2 illustrates the results of the different alterna-
tive extinction retrieval methods based on the synthetic sig-
nals at 607 nm that have been provided within EARLINET
in the framework of the algorithm inter-comparison exer-
cise (Bockmann and Pappalardo, 2007; EARLINET-ASOS,
2011). All profiles have been vertically smoothed with
ELDA’s automated procedure (see Sect. 4.1) with the con-
straints of maximum allowable relative statistical uncertain-
ties of 20 and 50 % below and above 2 km height, respec-
tively. As in case of backscatter retrievals, all ELDA extinc-
tion profiles agree very well with the input data (black line)
with mean relative deviations smaller than 15 %. The uncer-
tainty profiles and profiles of vertical resolution show also a
good agreement.

3.3 Estimation of statistical uncertainties

For all products and retrieval algorithms, the user can choose
whether the statistical uncertainties shall be calculated with
the Monte Carlo method or by means of error propagation.
The only exception are retrievals with the Klett—Fernald al-
gorithm for which the estimation of uncertainties is imple-
mented only with Monte Carlo method, but not with er-
ror propagation. If the user decided to use the Monte Carlo
method, the number of iterations can be set for each product
individually. All examples in this paper have been calculated
with 30 iterations. This number is a compromise between
saving calculus time and accuracy of the retrieved error bars.

The Monte Carlo (MC) method is based on the random
generation of new lidar signals. Each range bin of these sig-
nals is considered as a sample element of a Gauss probability
distribution with mean value and standard deviation that cor-
responds to the value and uncertainty of the pre-processed
signal profiles. The extracted lidar signals are then processed
with the same algorithm to produce a set of solutions. The
standard deviation of these solutions is finally used as pro-
file of the statistical error. The product data values are inde-
pendently calculated with the same algorithm, but from the
original signal. Therefore, the green (error estimation with
Monte Carlo method) and olive (error propagation) curves
in the left panels of Figs. 1 and 2 are identical. ELDA uses
the random generator that is implemented in the Free Pascal
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compiler. The generator is initialized for the calculation of
each individual product profile.

ELDA applies automated smoothing procedures to all
products (see Sect. 4.1). In case of Monte Carlo error estima-
tion, all individual Monte Carlo solutions are obtained with
the same vertical resolution profile derived from the original
signal. This procedure ensures that all Monte Carlo samples
have the same effective vertical resolution before the stan-
dard deviation is calculated.

In case of backscatter retrievals, the calibration procedure
in ELDA is performed independently for each sample sig-
nal, including the search for a proper calibration window (see
Sect. 3.1.3). Thus, the resulting error profile does not only
contain the uncertainty due to the statistical error of the sig-
nal or signal ratio within the calibration window, but also the
uncertainty due to the positioning of the calibration window.
There is also the option to provide an uncertainty value of the
assumed particle lidar ratio in case of backscatter retrievals
from elastic signals only. This S uncertainty is handled by
the Monte Carlo procedure in the same way as the signal
errors. The right panel of Fig. 1 illustrates this feature. The
blue curve shows the statistical error of the particle backscat-
ter coefficient derived by the Klett—Fernald algorithm when
the Monte Carlo methods takes only the signal errors into
account. In comparison, the cyan curve shows the resulting
error profile when an additional uncertainty of 10sr is as-
sumed for the particle lidar ratio. It can be seen that the dif-
ference between both error profiles increases with decreasing
altitude and increasing distance to the calibration point. The
consideration of the S uncertainty causes an uncertainty of
the particle backscatter coefficient in the lower part of the
profile which is up to 10 % larger than without S uncertainty.

It can be seen from the comparison between the green and
olive curves in the right panels of Figs. 1 and 2 that the Monte
Carlo method (green) and error propagation (olive) provide
comparable error profiles in case of Raman extinction and
Raman backscatter retrievals. The situation is different in
case of the backscatter retrieval with the iterative method.
Here, the results of error propagation (magenta curve in right
panel of Fig. 1) are much larger than the results of the cor-
responding Monte Carlo retrievals (red curve). This is due
to the fact that the influence of the signal errors is amplified
within each iteration step. Therefore, it is recommended to
use the Monte Carlo algorithm for the error retrieval of the
iterative method.

Especially the agreement of uncertainties in case of the
extinction retrieval is a verification that error estimates in the
SCC work well because the uncertainties of both methods are
derived independent of each other. In case of extinction re-
trieval by non-weighted linear fit, the signal uncertainties are
not included in the fitting procedure. The extinction value
is calculated from the slope parameter of the fitted linear
function. The extinction uncertainty is directly derived from
the uncertainty of the slope parameter. Thus, this uncertainty
does not depend on the errors that are attributed to the signal
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Figure 2. Same as Fig. 1, but for profiles of the particle extinction
coefficient at 532 nm. All ELDA profiles were obtained with auto-
mated smoothing with maximum allowable relative errors of 20 and
50 % below and above 2 km, respectively.

values. Instead, it reflects the deviation of single data points
within the fit window from the fitted line. On the other hand,
the uncertainty derived by the Monte Carlo method comes di-
rectly from the errors of the used signals and is independent
on the applied extinction retrieval method.

Table 1 provides a list of the different error sources which
are taken into account by the two methods of uncertainty
retrievals. All those error sources are combined by ELDA
and then reported in the EARLINET NetCDF e-files and b-
files as statistical errors. Currently, the separated handling of
statistical errors of the lidar signals, of systematic errors of
the lidar signals, and of uncertainties of the retrieval algo-
rithms is under research within the EARLINET community
(Amodeo et al., 2016).

It is foreseen to implement the results of this research in
future versions of the SCC.

3.4 Quality control

During the automated quality control, each data point of the
derived product is inspected. If the absolute value of a neg-
ative data point is larger than twice its statistical uncertainty
(20 criterion), this data point is labeled as invalid. When
writing results to the NetCDF output file, those invalid data
points are replaced by the corresponding NetCDF fill value.
Further, all data points below minimum and above maxi-
mum altitude are considered as invalid. The maximum alti-
tude is the altitude up to which the corresponding product can
be derived under optimal atmospheric conditions. It usually
depends on hardware parameters like laser power, telescope
size, or background suppression. The minimum altitude of

99 <

the products “elastic backscatter coefficient”, “extinction co-
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efficient”, and “lidar ratio” is the altitude of complete over-
lap if no overlap correction is performed. If this correction
is performed, the user can provide a minimum value which
corresponds to the altitude down to which the overlap cor-
rection profile is trustworthy according to the user’s experi-
ence. The minimum altitude of the “Raman backscatter co-
efficient” product is the altitude down to which the overlap
profiles of both signals are equal and cancel out during the
retrieval. Both, minimum and maximum altitudes are to be
provided by the user for each individual product.

In case of backscatter retrievals with the Klett—Fernald
algorithm, all data points above the actual calibration win-
dow are considered invalid because the results of the Klett—
Fernald method in forward integration mode often is not sta-
ble Klett (1981). Forward integration region is starting from
the calibration point and propagating away from the lidar.
The actual calibration window is the lowest one (closest to
the lidar) of all calibration windows that were found during
the Monte Carlo process.

4 ELDA specific algorithms

4.1 Implementation of automated vertical smoothing
and temporal averaging

ELDA allows for the automated vertical smoothing and tem-
poral averaging of the derived products. The user has the op-
tion to adjust the degree of smoothing and averaging of each
individual product by setting several parameters. In general,
those parameters and constraints can be defined for two dif-
ferent altitude regions, below and above 2 km altitude. Two
threshold values for the maximum allowable relative statis-
tical error of the product Apax below and above 2 km alti-
tude can be defined. This separation corresponds to typical
atmospheric conditions with large particle extinction coeffi-
cients and particle backscatter coefficients within the plane-
tary boundary layer and smaller & and § values above. Usu-
ally, profiles within the planetary boundary layer (PBL) can
be retrieved with smaller uncertainties than profiles in the
clean free troposphere. The separation height of 2 km corre-
sponds to typical top heights of PBL. Further, the user can
provide detection limits Apy. Those are absolute values and
have the same unit as the product they refer to. Values of
extinction coefficients and backscatter coefficients in atmo-
spheric layers characterized by a low aerosol load are close
to zero and the relative uncertainties easily can have values
of several hundreds percent even if the absolute uncertain-
ties of the data are small. In those cases, if an extinction or
backscatter value is smaller than the corresponding detection
limit, not the relative uncertainty but absolute uncertainties
are used to check whether the degree of smoothing or aver-
aging is sufficient.

Beside these user-defined constraints, there are fixed lim-
itations concerning the maximum allowable smoothing and

www.atmos-meas-tech.net/9/3009/2016/



I. Mattis et al.: EARLINET SCC: Calculation of optical products

3017

Table 1. Overview on error sources which are included in the calculation of uncertainties with error propagation or with Monte Carlo method.
Error propagation is not implemented for Klett—Fernald and not recommended for iterative method.

Error source Error propagation ~ Monte Carlo
Overall statistical error of pre-processed signals X X
Position of the calibration window - X
Statistical error of the signal®/signal ratio® in calibration window X X
Assumption of lidar ratio® - X

2 in case of iterative and Klett—Fernald method. ® in case of Raman backscatter method.

averaging n, max. It is not allowed to apply a smoothing
that would result in effective vertical resolutions larger than
500 m and 2 km below and above 2 km altitude, respectively.
Further, it is not allowed that size of the smooth window (di-
ameter of smoothing cell) changes by more than 3 bins be-
tween two neighboring altitude bins of the profile. According
to EARLINET rules, the minimum and maximum allowable
averaging times in both altitude regions are Afpyi, = 30 min
and Afmax = 2 h, respectively.

The degree of smoothing is determined by the number of
data points n, within the fit window and within the sliding
average window in case of extinction and Raman backscat-
ter retrievals, respectively. For the calculation of backscatter
profiles with the Klett—Fernald method, no smoothing proce-
dure has been implemented yet.

Automated vertical smoothing is implemented as an iter-
ative procedure, see Fig. 3: in an initial step, the product
is calculated with the maximum allowable vertical smooth-
ing. In the following steps, the algorithm checks for each
range bin b of the profile whether the relative statistical un-
certainty is below the user-defined maximum allowable un-
certainty % (b) < Amax or if the absolute uncertainty is be-
low the user-defined detection limit Ax(b) < Apr. If yes,
the radius of the corresponding smoothing cell is reduced by
one bin n,(b) =ny(b) — 1. In order to avoid artificial gra-
dients in the smoothed profile, this step is not allowed if
the difference between the smoothing cells of two neigh-
boring bins |n,(b) —n,(b —1)| would become larger than
Abpmax = 3 bins. Then the profile is recalculated. The reduc-
tion of smoothing (if possible within the allowed uncertainty
constraints) and the recalculation are repeated until no fur-
ther improvements of the vertical resolution are possible
(nchanged =0).

Figure 4 illustrates this algorithm using an example mea-
surement which was obtained during EARLIO9 (Wandinger
et al., 2016) with the MARTHA instrument (Mattis et al.,
2002). The maximum allowable relative uncertainties are 10
and 20 % below and above 2 km altitude, respectively, with
a detection limit of 1 x 1078 m~!sr='. Up to an altitude of
about 7.5 km, the vertical resolution of almost all data points
are reduced compared to the initial maximum smoothing.
The absolute uncertainty is larger than 1 x 10 8m~!sr! be-
low 2.5 km altitude, but smoothing could be reduced because
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For product x:
« Maximum allowable relative error A

« Detection limit Ap,
« Maximum allowable smoothing n,(b) = ng pmax
« Maximum allowable gradient of smoothing Aby,ax

v

Calculate product x with smooth profile n,(b)

v

'max

nchanged =0

For each altitude bin b

DXX(D) < B

or
Ax(b) < Ap

ny(b) = ny(b)
nchanged = nchanged

[Na(b) = Na(b-1)] < Abpay

ng(b) = ny(b) -1

nchanged = r'chaxnged +1

P Finished

Figure 3. Work flow diagram of the automatic algorithm for vertical
smoothing implemented in ELDA.

Y

nchanged >0

the relative uncertainty is smaller than the allowed 10 or
20 %. Between 2.5 and 6km altitude, smoothing could be
reduced because absolute uncertainty stays below the detec-
tion limit. Above 7.5 km altitude, both uncertainty thresholds
are exceeded, but smoothing could not be increased because
it is required to keep the effective vertical resolution smaller
than 2 km.

The automated temporal averaging is implemented in a
similar way, see Fig. 5. The intermediate files contain time-
series of n; pre-processed signal profiles (time slices). In an
initial step (i =1, j = 1), the product x(b) is derived from
the first time slice of the time series. Then it is validated
whether the averaging time of the product is larger than the
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Figure 4. Illustration of the automated smoothing procedure. The
example Raman backscatter profile at 532nm was measured on
28 May between 20:09 and 20:24 UT in Leipzig with the MARTHA
lidar. Panels from left to right show the particle backscatter coef-
ficient, the effective vertical resolution, the relative statistical un-
certainty, and the absolute statistical uncertainty. Gray areas show
constraints of the smoothing procedure and of the uncertainties, the
black, blue, and red curves show the initial maximum smoothing,
the status after 8 iteration steps, and the final result (after 16 itera-
tion steps), respectively.

minimum averaging time (Afpj, =30 min) and whether the
uncertainty constraints are fulfilled for each data point x (b)
in the altitude range between minimum and maximum alti-
tude of the product (see Sect. 3.4). If one of these conditions
is not fulfilled, an averaged signal is derived from the first and
second time slice profile (i =i + 1) and the product is recal-
culated. This procedure is repeated until there are no more
time slices in the intermediate file (i = n,) or until the maxi-
mum allowable averaging time is exceeded (Af > Afmax) OF
until either the relative or the absolute uncertainty is below
the threshold for all data points of interest (between user-
defined minimum and maximum altitude). If there are fur-
ther time slices in the intermediate file, a next, automatically
smoothed and averaged product profile is created.

Figure 6 illustrates the averaging algorithm using the same
example as before. In this example, the length of the time
slices At; is 15 min. The first product profile is the result of
the previously described automated smoothing procedure. It
cannot be used as result because its averaging time is too
short and both, relative and absolute uncertainties are above
the thresholds below 500 m and above 7.5 km altitude. Next,
the 30 min-profile is almost perfect. There is only one data
point around 2 km altitude which does not fulfill the uncer-
tainty criteria. Finally, the 45 min profile meets all require-
ments. Further, the increase of averaging time by a factor
of three leads to a significant improvement of effective ver-
tical resolution. Whereas uncertainties remain very similar,
the length of the smooth windows above 2.5 km altitude is
almost half as large as for the 15 min product.
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For product x:

« Maximum allowable relative error A,y

« Detection limit A

« Min and max allowable averaging times At Atpay
« Number of time slices of pre-procesed signals n,

« Averaging time of each time slice At;

v

Initialization: i = 1, j=1

’ Read time slice i of pre-processed signals }4—

v

Calculate average of pre-processed signals[ ... i ]
with averaging time At = (i —j + 1) X A;

At < Atpin E<7

Y
]

For all
altitude bins b:

Ax/X(b) < Bax

save product x to netcdf file
Initiate new averaging: j=i+1

A

[ save product x to netcdf file

Figure 5. Work flow diagram of the automatic algorithm for tem-
poral averaging implemented in ELDA.

Temporal averaging may cause systematic errors in the
retrieved backscatter and extinction profiles if atmospheric
conditions or instrument behavior change during the aver-
aging period significantly (Ansmann et al., 1992b). Those
effects are not yet taken into account in the ELDA averag-
ing scheme. It is the responsibility of the user not to submit
raw data with high temporal variability within one measure-
ment file. If conditions changed significantly during a mea-
surement, the submitted raw signals should be split in two or
more measurement files.

4.2 Handling of effective vertical resolution and lidar
ratio calculation

Some data handling procedures like vertical smoothing or
the calculation of particle extinction coefficients with Ra-
man method influence the effective range resolution of the
retrieved profile. Even if the resulting profiles are reported
with the same range resolution as the input data profiles,
those procedures cause a loss of information and the resulting
range resolution is lower than the original one. The relation
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Figure 6. Illustration of the automated averaging procedure. The
example Raman backscatter profile at 532nm was measured on
28 May between 20:09 and 20:54 UT in Leipzig with the MARTHA
lidar. Panels from left to right show the particle backscatter coef-
ficient, the effective vertical resolution, the relative statistical un-
certainty, and the absolute statistical uncertainty. Gray areas show
constraints of the smoothing procedure and of the uncertainties, the
black, blue, and red curves show the averaging periods from 20:09
to 20:24, 20:39, and 20:54 UT, respectively.

between the original and the resulting (effective) range reso-
lution depends on the kind of the applied data handling pro-
cedures and on the number of data points which are included
in the analysis. These relations were determined by a step
function method using the Rayleigh criterion for ELDA’s
smoothing and extinction procedures as explained in Pap-
palardo et al. (2004). The tested procedures have been ap-
plied to synthetic data with two narrow and well-separated
peak structures. By changing the distance between the input
peak structures, it is possible to find the minimum distance
for which the resulting peaks can be resolved according to
the Rayleigh criterion. This minimum distance corresponds
to the effective range resolution of the retrieved profile.

In case of extinction retrievals, the effective range resolu-
tion depends on the number of data points that are used for
the calculation of the linear fit (number of used bins n,) and
on the applied fit algorithm. Here, n, corresponds to the di-
ameter of the smoothing cell. The relation between n, and
the corresponding effective range resolution dr, was deter-
mined for values of n, between 3 and 29 for the linear fit
method that is used in ELDA. This relation can be approxi-
mated by a linear fit

dry = (0.775n4 +0.05)dr 3)

with dr being the range resolution of the pre-processed inter-
mediate SCC files.

Profiles of ELDA products are calculated with a variable
range resolution. In order to allow for an appropriate inter-
pretation of these data, the vertical profile of the effective
vertical resolution — which is derived from the profile of the
effective range resolution and the lidar pointing angle — is
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reported as a variable in the output NetCDF file. For this pur-
pose, the new variable “VerticalResolution” was introduced
into the EARLINET NetCDF format.

The smoothing of Raman backscatter profiles is based on
sliding averages of the ratio between the elastically backscat-
tered signal and the Raman signal (see Sect. 4.1). According
to larlori et al. (2015), the effective range resolution in this
case is

drg = (2np +1)dr @)

with ng being the radius of the smoothing window.

The particle lidar ratio S is the ratio between the particle
extinction coefficient o and the particle backscatter coeffi-
cient 8. In order to retrieve a profile of S, one needs to derive
the profiles of & and 8 with the same vertical profile of ef-
fective range resolution (Iarlori et al., 2015). Both profiles
are first calculated by using ELDA’s automated smoothing
scheme. In general, the range resolution of backscatter pro-
files is better than the resolution of the corresponding extinc-
tion profiles. Thus, in a second step, backscatter profiles are
additionally smoothed with a second-order Savitzky—Golay
(SG) polynomial filter (Press et al., 1992) in order to achieve
the same vertical profile of effective range resolution as the
corresponding extinction profile. The relation between the
number of altitude bins used for this filter ng sG and the re-
sulting effective range resolution of the backscatter profile
drg sg was obtained in the same way as for the extinction
retrieval

drg,sG = (1.24ng s — 0.24) dr. (5)

Here, ng sg corresponds to the radius of the smoothing cell,
in contrast to n, which corresponds to the diameter of the
smoothing cell. The previous sliding average smoothing of
the signal ratio does not significantly effect the resulting ef-
fective range resolution of the backscatter profile as long as
drg sg = drg. The behavior in the frequency domain of the
applied cascading of sliding average smoothing and second-
order Savitzky—Golay filtering is simply expressed by the
product of the corresponding transfer functions. Moreover
the side-lobe issue is generally reduced with the cascade op-
eration (Iarlori et al., 2015).

From Eqs. 3 and 5 and the constraint of dry = drg sg,
the number of altitude bins needed for the smoothing of the
backscatter profile can be derived from the number of used
bins for the extinction smoothing as

ng,sGg = round (0.625n, +0.23). (6)

Other approaches on the effective resolution handling
(e.g., from larlori et al., 2015) will be critically considered
in future versions of ELDA.

4.3 Merging of products

Some lidar instruments are equipped with two telescopes.
One of them is usually optimized for measurements close to
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the lidar (near range) and the other one is optimized for mea-
surements at larger altitudes (far range). The SCC is able to
derive single atmospheric profiles of particle extinction co-
efficients and particle backscatter coefficients from signals
measured with both telescopes. The SCC Raman backscat-
ter usecases 2, 4, 6, 12, and 13 or extinction usecases 2, 4,
and 5 describe the handling of data from those lidar instru-
ments (D’ Amico et al., 2015). First, the signals of each tele-
scope are pre-processed separately by ELPP. Next, those in-
termediate signals are individually processed and combined
at product level by ELDA.

In case of automated temporal averaging, the merging is
performed during each of the iteration steps (see Sect. 4.1
and Fig. 5) separately. The merging of product profiles is
done within the “merge interval” . Its lower boundary is the
height of complete overlap of the far-range telescope. The
upper boundary of the merge interval is an user-defined pa-
rameter.

Merged extinction profiles with automated vertical
smoothing are determined with the following steps, see
Fig. 7.

1. Separate calculations of extinction profiles from the pre-
processed signals from both telescopes are carried out.
Both profiles are vertically smoothed with the auto-
mated procedure described in Sect. 4.1. The two input
signals may have different signal-to-noise ratios at cer-
tain altitude ranges. At those altitudes, the resulting ex-
tinction profiles will have different effective range reso-
lutions.

2. Thus, a common profile of effective range resolution is
generated by using the maximum values of ny for each
range bin. Both profiles are re-calculated with the com-
mon, maximum vertical smoothing.

3. The search for the height where both profiles match best
is the next step. A window of user-defined width, the
“merge window” is shifted through the merge interval.
The window which has the smallest relative mean dif-
ference between both profiles is called “merge region”.
The final merge region extends between the range bins
b bottom and by, 1op. The merge point is defined as its
center. Additionally, the merge point needs to fulfill all
of the following quality criteria:

a. Both profiles overlap within the range of their un-
certainties.

b. Relative statistical uncertainties of both profiles are
below the user-defined threshold. If the signal-to-
noise ratio of a signal is very small, it is possible
that the uncertainties are above the threshold even if
maximum allowable smoothing was applied. In this
case, the tested window would not be appropriate as
merge region.
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c. Both profiles should be parallel. This criterion
is checked by comparing the vertical gradients
(“slopes™) of both profiles within the tested win-
dow. The relative difference between these slopes
must be below a user-defined threshold. The two
slopes are calculated by linear fit of extinction vs.
altitude.

4. Usually, one or both of the profiles obtained from step 2
are over-smoothed in large parts of the merge interval
which typically extends over an altitude range of several
kilometers. Now, the effective range resolution of both
profiles is reduced to optimum values without causing
artifacts due to step-like changes of the range resolution.
The resolution within the merge region remains the ef-
fective resolution corresponding to maximum smooth-
ing. There is a steady downward and upward transition
from the resolution at the edges of the merge region to-
wards the original resolutions of the near-range and far-
range profiles, respectively (see Sect. 4.1). Both profiles
are re-calculated with the final vertical resolution.

5. Finally, the data values and uncertainties of the near-
range and far-range profiles x,, (b) and x ¢ (b) are merged
into a combined profile x(b) using a sigmoidal weight-
ing function x(b) = x,(b) [1 — o (b)] +x ¢ (b)o (b). The
sigmoidal weighting function o () of the range bin b is
defined as

1
1 +exp (b*"'A;b)

with b, being the merge point and A, being the vertical
scaling of the sigmoidal function. Within ELDA, A is
defined as the number of range bins within the merge re-
gion divided by five. Thus, the weight of the near-range
profile decreases from 92.4 % at the bottom to 7.6 % at
the top of the merge window. At the merge point, the
weighting of both profiles is equal. At half distance be-
tween merge point and the edge of the merge region,
o (b) has a value of 75 % (see Fig. 9d ).

o) = (7

Figures 8 and 9 explain details of this merging procedure
with an example measurement which was performed with the
PollyXT instrument OCEANET (Engelmann et al., 2016) at
Leipzig, Germany, on 1 September 2015 between 00:00 and
01:30 UT. A merge window of 500 m width shall be found
within the merge interval which extends from the altitude
of full overlap of the far-range telescope at 1 km altitude up
to 5km altitude where the signal-to-noise ratio of the near-
range signal of the PollyXT instrument typically becomes
too small for data analysis. Even if both extinction profiles
were smoothed with the same resolution (see step 2), the
statistical uncertainty of the near-range extinction profile is
larger than the uncertainty of the far-range profile within the
whole merge interval. Conditions 3a and c are fulfilled in
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‘Calculate X, and x;, with common vertical smoothing n,(b) ‘

v
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v 4_‘

Figure 7. Work flow diagram of the ELDA algorithm to merge op-
tical products calculated using data from different telescopes.

‘Calculate X, with smoothing profile nan(b)‘

For all b < by, portom:
use near-range profile
X(b) = x(b)

Forall b > by, 1o

large parts of the merge interval. Where these conditions are
not fulfilled, profiles in panels b and ¢ of Fig. 8 do overlap
with gray areas. There are several altitude regions where the
slope difference between both profiles is smaller than 50 %
(condition 3c). The merging algorithm finds the merge win-
dow with the smallest distance between both profiles (merge
region) at (1.9440.25) km height. There, near-range and far-
range profiles match. Extinction values are almost identical,
the profiles are parallel and the uncertainties are below the
threshold values.

Figure 9 illustrates the merging procedure itself. The ef-
fective vertical resolution of the original far-range profile
(step 1) is better than the resolution of the original near-range
profile. Both original profiles were automatically smoothed
in order to keep relative statistical uncertainties below the
threshold value of 30 and 50 % below and above 2 km height,
respectively. When profiles are obtained with the final verti-
cal smoothing (step 4), the degree of smoothing of the far-
range within the merge window is increased until it fits to
the stronger smoothing of the original near-range profile. Be-
low and above the merge window, both profiles are smoothed
with the original resolution of the near-range and far-range
profiles, respectively. Where the smoothing of the far-range
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Figure 8. Illustration of the search for the merge region. Red and
green curves in (a) and (b) are the extinction profiles and its relative
statistical uncertainties with maximum vertical smoothing. (¢) and
(d) show the mean relative distances and slope differences of the
moving merge windows. Gray area in (b) illustrates the error thresh-
old. Gray areas in (c¢) mark height ranges where the profiles do not
overlap within their uncertainties. Gray areas in (d) indicate height
regions where the slope difference is larger than the threshold of
50 %. Gray areas in (a) show all height ranges where one or more
of the quality criteria of the search for the merge window are not
fulfilled. Horizontal thin black lines indicate the position of bottom,
center (merge point), and top of the merge window.

profile is increased (below 2 km altitude), its uncertainty is
decreased. Where the smoothing of the near-range profile
is decreased (above 2.3km altitude), its uncertainty is in-
creased. Between 1.69 and 2.19km height, the extinction
profiles and their uncertainty profiles are combined with a
sigmoidal weighting function. When averaging both (dotted)
profiles, the weight of the near-range profile is decreased and
the weight of the far-range profile is increased exponentially.
Thus, artificial vertical gradients in the final product profiles
can be avoided.

In case of backscatter retrievals, the general procedure is
the same. The only difference is that initial near-range and
far-range profiles (step 1) are not calculated in parallel. Usu-
ally, the signal-to-noise ratio of the near-range profile would
be very small at altitude regions where particle free condi-
tions can be assumed. Thus, the far-range profile is calculated
first and then it is used for the calibration of the near-range
profile. A height window with the same width as the merge
window is shifted upward through the merge interval of the
far-range profile until the mean backscatter value within this
window and its uncertainties fulfill the requirements of a suit-
able calibration window (see Sect. 3.1.3). This altitude win-
dow is then used as calibration window for the retrieval of
the corresponding near-range profile. It cannot be assumed
that there are aerosol free conditions in this region. There-
fore, the actual mean value of the far-range backscatter ratio
within this window is used as calibration value instead of the
ideal value of backscatter ratio=1. The following steps 2
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Figure 9. Illustration of the merging procedure. Presented are pro-
files of particle extinction coefficients (a) with the corresponding
effective vertical resolutions (b) and statistical uncertainties (c¢) as
well as the profiles of the sigmoidal weighting factors (d). Red and
green curves are the original near-range and far-range profiles, re-
spectively (step 1). Thin red and green curves with symbols corre-
spond to profiles which were calculated with final vertical resolution
(step 4). Red dots and green circles in panel (d) show the sigmoidal
weighting factors of the near-range and far-range profiles, respec-
tively. Bold gray profiles below the colored lines indicate the final
results (step 5). Light gray areas illustrate the constraints of uncer-
tainty and vertical resolution. Horizontal thin black lines indicate
bottom and top of the merge window.

to 5 are exactly the same as in the case of retrieval of merged
extinction profiles.

4.4 Handling of cloud flags

Cloud-flag data are provided to ELDA within the intermedi-
ate files prepared by ELPP. They have the same sampling
interval and time resolution as the pre-processed signals.
ELDA handles cloud-flag values as byte variables which
can have one of the values: “no cloud” = 2% = 1 (first bit
set), “cirrus”=2! =2 (second bit set), or “low cloud” =
22 = 4 (third bit set). If a data point is attributed to more
than one of these categories, all corresponding bits are set in
the cloud-flag byte variable. The coarse separation between
“cirrus” and “low cloud” is made from aerosol-lidar data-
analysis point of view. Cirrus clouds are usually character-
ized by low particle optical depth. Thus, the laser beam is
not fully attenuated in the cloud and the signal-to-noise ratio
above the cloud is sufficiently large to allow for an analysis
of the signals with the usual algorithms and methods. From
data-analysis point of view, cirrus clouds behave like aerosol
layers in larger altitudes. In contrast, the term “low clouds”
summarizes all clouds which have a large optical depth and
completely attenuate the laser beam. At low altitude levels,
those are fog, cumulus or stratus clouds. Further, midlevel
clouds which contain water droplets belong to this category.
If those “low clouds” occur in a lidar signal profile, usual data
analysis algorithms and methods often cannot be applied be-
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cause the signals may suffer from saturation effects, might be
influenced by signal-induced noise, and the signal-to-noise
ratio above the cloud is typically too small for backscatter
calibration or Raman extinction retrievals.

In simple operations, ELDA just copies the cloud-flag val-
ues from one data-analysis step to the next one. In case of op-
erations which handle more than one data point (e.g., vertical
smoothing, temporal averaging, calculation of mean values,
or merging) the cloud-flag data of all involved data points
are combined by bitwise logical OR operation. For example,
if some data points which are labeled as “no cloud” and some
other data points which are labeled as “cirrus” are averaged,
the resulting cloud-flag value is 3 =14 2.

ELDA does not apply any specific analysis of the cloud-
flag data. The corresponding information is just transferred
through all analysis steps and is finally reported in the
EARLINET b-files and e-files as a profile variable __Cloud-
Flag. Thus, the user can take the cloud information into ac-
count when interpreting the aerosol profiles.

5 Validation

The validity and applicability of SCC has been tested with
different approaches. First, D’Amico et al. (2015) have
shown that direct comparisons of single backscatter and ex-
tinction profiles retrieved by SCC to profiles which were
manually obtained with the individual software of five
EARLINET groups are in good agreement with profile mean
differences of backscatter and extinction profiles below 1.5 x
107 "m~'sr~! and 7 x 107%m™!, respectively. All of those
profiles have been measured at the same time and place with
different EARLINET lidar instruments during the EARLI09
campaign in Leipzig (Wandinger et al., 2016).

Further, statistical comparisons of backscatter and extinc-
tion profiles based on lidar measurements which were per-
formed at Leipzig and Potenza during several months under
different atmospheric conditions showed that there is no sys-
tematical bias between manually and SCC retrieved profiles
(D’ Amico et al., 2015). Also the comparison of climatolog-
ical mean lidar ratio profiles and profiles of Angstrém expo-
nents show a very good agreement between the manually and
SCC retrieved data sets within their uncertainties.

Next, Sicard et al. (2015) report about an experiment
around the Mediterranean basin in July 2012. Eleven
EARLINET stations performed continuous measurements
over a period of 72h. This experiment is used as a demon-
stration for the capability of EARLINET to monitor special
events and to deliver SCC products in real time or near real-
time. During this period, measured raw data have been up-
loaded to the SCC automatically and pre-processed signal
files in terms of homogenized, range-corrected signals have
been delivered by the SCC pre-processing module ELPP in
near real-time. From about 75 % of these pre-processed data,
profiles of backscatter and extinction coefficients could be
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obtained with the SCC optical module ELDA in near real-
time. The remaining measurements are mostly contaminated
by clouds.

In this study, the accuracy of SCC retrieved optical
profiles will be tested following the procedure of the
EARLINET-ASOS algorithm inter-comparison exercises for
elastic backscatter and Raman method (B6ckmann et al.,
2004; Pappalardo et al., 2004). For this exercise, synthetic
elastic and Raman lidar signals were generated with a li-
dar simulation model. Vertical profiles of particle extinction
and backscatter coefficients, particle lidar ratio, pressure and
temperature were used as input data for this model. Partic-
ipating EARLINET groups analyzed the synthetic signals
with their own algorithms in several stages. First, the abil-
ity of participating algorithms to handle typical atmospheric
situations was tested. In this case, usually only measured sig-
nals and ground values of temperature and pressure were
known. In a last stage, all necessary input parameters like
profiles of pressure, temperature and lidar ratio together with
calibration information for the backscatter retrievals were re-
vealed. In this stage, the accuracy of the tested algorithms in
terms of numerical correctness and stability was validated.
Those studies have been performed within EARLINET sev-
eral times. Here, we use the signals which were simulated for
the inter-comparison exercise for new groups in the frame-
work of the EARLINET-ASOS project (Bockmann and Pap-
palardo, 2007).

Table 2 provides an overview on all possible combina-
tions of retrieval methods and both methods of uncertainty
retrieval implemented in the SCC. All of these algorithms
and methods were tested in this validation exercise. All in-
put parameters were known as in the last stage of the al-
gorithm inter-comparison exercise. The only exception is
the overlap-correction function which was not provided.
The pre-processing module ELPP generated range-corrected,
pre-processed signals from the synthetic elastic signals at
355, 532, and 1064 nm as well as from the corresponding
synthetic Raman signals at 387 and 607 nm. These inter-
mediate SCC files also contain profiles of the atmospheric
transmission and of the molecular scattering coefficient at all
corresponding wavelengths which were calculated from the
known input profiles of temperature and pressure.

Figure 10 illustrates the simulated atmospheric conditions.
Input data of the simulation are plotted with bold lines. The
planetary boundary layer (PBL) with large values of particle
backscatter and extinction coefficients extends up to 1.5 km.
The layer between 1.5 and 3 km altitude is a clean area in the
free troposphere (FT), which is characterized by very small
backscatter and extinction values. On top of this clean layer —
between 3 and 7 km altitude — is a lofted layer (LL) as it typ-
ically can be observed during events of long-range transport
of aerosol particles.

Figures 11 to 15 provide an overview on relative and ab-
solute deviations between all SCC products and the corre-
sponding simulation input profiles. Simulation input profiles
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are treated as the truth. The deviations has been calculated as
mean values in the altitude regions PBL, FT, and LL. The de-
viations in the PBL layer does not include data below 0.5 km
altitude because the simulated signals are affected there by
an incomplete overlap between the laser beam and the tele-
scope field-of-view. In general, the SCC modules are able to
apply an overlap correction to the submitted raw signals if
the user provides corresponding overlap-correction function
together with the raw data. Unfortunately, this feature could
not be tested in this validation exercise because the overlap-
correction function was not known.

For a quantitative evaluation of the quality of the products,
the three parameters mean deviation d, mean relative devia-
tion d,, and normalized root-mean-square deviation nRMSD
were calculated for each product and layer. They are defined
as

d = (xi —si), (8)

(5% 100, and 9)
S

nRMSD =/ ((x; — s:)2) (si)~! x 100, (10)

where x; and s; are the values of the SCC retrieved and sim-
ulation input profiles at range bin i, respectively. nRMSD is
a measure for the amplitude of the random fluctuation of the
SCC retrieved profile around the true profile. In contrast, d
and d, describe the systematic deviation between both pro-
files. In layers with low backscatter and extinction values,
relative deviation can easily reach a few hundred percent
even if the absolute deviation is really small. Therefore, we
discuss the accuracy achieved with SCC products not only in
terms of percentage deviations but also in terms of absolute
deviations.

Figure 11 gives a summary of the quality of the SCC ex-
tinction methods. In case of particle extinction coefficients
which are retrieved with the same extinction method but with
different methods for the uncertainty retrieval, the extinction
profiles and thus the deviations are identical. The resulting
products differ only slightly in terms of the estimated uncer-
tainties.

All absolute deviations are smaller than 20 x 10™%m~
within the PBL and smaller than 7 x 107°m~"! in the FT
and LL altitude regions. Both values are clearly below
the maximum allowed deviation of extinction coefficients
(5 x 107> m~") according to the EARLINET quality require-
ments (Matthias et al., 2004). This result is also compara-
ble to the deviations of 11 individual algorithms of differ-
ent EARLINET groups that have been found in the first al-
gorithm inter-comparison exercise carried out in 2003 (Pap-
palardo et al., 2004). The atmospheric condition simulated

1
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for the previous exercise was different but similar to the situ-
ation in this study. It also consisted of a PBL with an aerosol-
free layer and a lofted layer above.

There is a systematic underestimation of particle extinc-
tion coefficients in the lowest layer. The reason for this be-
havior could be a contamination with lower values in the re-
gion of incomplete overlap and/or with lower values in the
clean free troposphere above 1.5km due to smoothing. Rel-
ative deviations are on average 8 %, but always smaller than
12 % and thus, they are again smaller than the maximum al-
lowed value of 20 %. Relative deviations in the previous exer-
cise were within 10 % in the PBL and within 20 % in a lofted
layer for most of the inter-compared algorithms (Pappalardo
et al., 2004).

The nRMSD as measure for the fluctuations is about 20 %
for PBL values at 355 nm but up to 55 % elsewhere. Here,
the SCC retrievals do not meet the EARLINET requirement
of 25 % (Matthias et al., 2004). But, the maximum allowed
absolute value of 1 x 10~*m~" is larger than the fluctuation
of the SCC results of 3 x 107>, 1 x 107>, and 3 x 107 m~!
(2x107%,1x 1073, and 2 x 10°m~') at 355 nm (532 nm)
in the PBL, FT, and LL, respectively. Similar results with
fluctuations of 25 % in the PBL and of up to 50 % in the LL
have been found in the previous exercise (Pappalardo et al.,
2004).

Figures 12, 13, and 14 illustrate the quality of the SCC
methods for the retrieval of particle backscatter profiles from
elastic signals only (elastic backscatter) and from a combi-
nation of elastic signal and Raman signal (Raman backscat-
ter). All profiles have been calculated with the automated
calibration procedure as it is described in section 3.1.3 with
the following parameters: width of the calibration window is
1 km, the search range for calibration is between 5 and 10 km
and it is assumed that the mean backscatter ratio in the cal-
ibration window is 1. The automated smoothing procedure
shall retrieve profiles with relative uncertainties below 10 or
20 % below or above 2 km altitude with a detection limit of
1x 107 "m= sl

According to the EARLINET requirements, errors of
backscatter coefficients at 355 and 532 nm (1064 nm) have
to be below 20 % (30 %) or smaller than 5 x 10~ 'msr—!
(Matthias et al., 2004). Relative deviations of the SCC
backscatter products are on average 10 %, but show a large
variability between wavelengths and methods. The Raman
backscatter coefficients at 355 nm have deviations of 30 % in
the FT, but absolute deviations of about 1.5 x 10~ 'm~! sr~!
meet the requirements. Largest deviations at 355 nm occur in
case of the Klett—Fernald method with input of the correct
lidar-ratio profile KF LRp MC. d, of 50 % in the FT and
LL are very large. But also in this case, absolute deviations
meet the requirements. At 532 nm, largest relative deviations
of 30 % occur in the FT for iterative methods with an input
of a fixed lidar-ratio value. At 1064 nm, all E and d meet
the requirements. Maximum allowed variations are 25 % at
355 and 532 nm, 30 % at 1064 nm, or Sx 10~ 'm~" sr~! atall
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Figure 10. Input data of the algorithm inter-comparison exercise.
Profiles of particle backscatter (left) and extinction coefficients
(right). The colors indicate the wavelengths: Blue corresponds to
355nm, green to 532nm, and red to 1064 nm. Horizontal black
lines indicate the layers PBL, FT, and LL where the layer mean
deviations of Fig. 11 to 15 have been derived. The layer of incom-
plete overlap (OVL) has been excluded from validations.

wavelengths. This requirement is fulfilled by all algorithms,
at all wavelengths, and in all altitude layers.

As already explained in Sect. 3.3, the estimated uncer-
tainty in the PBL is increased if the uncertainty of the
lidar-ratio estimation is included in the MC error simulation
(methods it fLR MC2 and KF fLR MC2) compared to the
methods it fLR MC and KF fLLR MC which ignore this source
of uncertainty. This effect is largest at 355 nm and small-
est at 1064 nm. Further, the effect of uncertainty amplifica-
tion in the error propagation of the iterative method is visible
by comparing the it fLR and it LRp with the corresponding
it LR MC and it LRp MC methods which do not suffer from
this error amplification. This effect is larger in PBL and is
strongest at 532 nm.

Finally, Fig. 15 illustrates the performance of the SCC
lidar ratio retrievals. There are no EARLINET quality re-
quirements concerning maximum allowed LR uncertainties
yet. All deviations are below 15 % and 10 sr (5 sr) at 355 nm
(532 nm).

6 Summary

ELDA is the optical processor module of the SCC. It is a
software package that retrieves profiles of particle backscat-
ter coefficients that are derived from an elastic signal only or
from a combination of an elastic signal and a Raman signal
as well as profiles of particle extinction coefficients with the
Raman method in an automatic way and without the need for
operator interaction.
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Table 2. List of product types, methods and options for uncertainty retrievals implemented in ELDA. In the validation exercise, all of those
products have been tested for 355 and 532 nm (see Figs. 11-13, and 15). For 1064 nm, only the products listed under “elastic backscatter

coefficient” have been tested (see Fig. 14).

elastic backscatter coefficient

ID Method Lidar ratio input option Uncertainty retrieval
it fLR iterative method fixed value error propagation
it fLR MC iterative method fixed value MC variation of signal
it fLR MC2 iterative method fixed value MC variation of signal and lidar ratio value
it LRp iterative method input profile of simulation  error propagation
it LRp MC iterative method input profile of simulation ~ MC variation of signal
KF fLR MC Klett—Fernald fixed value MC variation of signal
KFfLR MC2  Klett—Fernald fixed value MC variation of signal and lidar ratio value
KFLRpMC  Klett—Fernald input profile of simulation ~ MC variation of signal
Raman backscatter coefficient
ID Method Uncertainty retrieval
R Raman, via backscatter ratio error propagation
R MC Raman, via backscatter ratio MC variation of signal
Extinction coefficient
ID Method Uncertainty retrieval
nwf non-weighted linear fit uncertainty of the fit result
nwf MC non-weighted linear fit MC variation of signal
wi weighted linear fit uncertainty of the fit result
wt MC weighted linear fit MC variation of signal
Lidar ratio
ID Extinction method  Backscatter method Uncertainty retrieval
nwf nwf R uncertainty of the fit result and
error propagation
wf wf R uncertainty of the fit result and
error propagation
nwf MC nwf MC R MC MC variation of signal
wf MC wf MC R MC MC variation of signal

An expert group performed a survey among the
EARLINET groups in order to compile a list of all algorithms
used in the community and to collect individual solutions
for critical calculus subsystems. All reported algorithms and
methods have been reviewed with respect to their general ap-
plicability for the automated algorithms of the SCC software.
The expert group decided which algorithms should be imple-
mented in ELDA. In some cases, if several suitable solutions
for one specific problem are widely used in the community,
they were implemented in the software code as parallel op-
tions allowing the user to choose among them. Further, it was
decided to design the SCC software in a modular way that is
easily possible to implement additional algorithms or new
optional methods in future.
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Main source of input to ELDA are intermediate SCC
NetCDF files. They contain lidar signal data which were pre-
processed by the SCC module ELPP, profiles of the molecu-
lar scattering coefficients, and frequently changing input pa-
rameters for the data analysis. Permanent product calcula-
tion options are extracted from the SCC relational database.
ELDA results are written into NetCDF files strictly following
the EARLINET rules. ELDA can automatically be started by
the SCC daemon module or manually using the command
line interface.

All retrieval algorithms implemented in ELDA are well
known in the lidar community, well documented in vari-
ous publications and well tested in many applications. Some
methods and algorithms have been especially developed or
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Figure 11. Layer mean absolute (top) and relative (bottom) devi-
ations between particle extinction coefficient profiles at 355 and
532nm calculated by ELDA and the simulation input profile for
three different altitude regions PBL, FT, and LL (filled symbols).
Open symbols show the root-mean-square deviation which was nor-
malized with the mean value of the input profile (nRMSD) of the
corresponding layer. The error bars indicate the uncertainties esti-
mated by ELDA. They are layer mean values of the profiles of ab-
solute (top) and relative (bottom) uncertainties. The error bars are
centered around the zero line and allow for a direct comparison be-
tween estimated uncertainties and deviations. The tested methods
are identified by short IDs corresponding to Table 2.
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Figure 12. Same as Fig. 11 but for particle backscatter coefficient
profiles at 355 nm. The fixed lidar ratio value was set to 51 sr with
an uncertainty of +10 sr.

adopted for ELDA. Those are the automated vertical smooth-
ing and temporal averaging, the handling of effective vertical
resolution in case of lidar ratio calculation, and the merging
of product profiles in case of measurements with near-range
and far-range telescopes.
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Figure 13. Same as Fig. 12, but for particle backscatter coefficient
profiles at 532 nm and with fixed lidar ratio values of 62 & 10 sr.
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Figure 14. Same as Fig. 12, but for particle backscatter coefficient
profiles at 1064 nm and with fixed lidar ratio values of 85 4 10sr.
Raman profiles are not available for this wavelength.

ELDA allows for the automated vertical smoothing and
temporal averaging of the derived products. The user has
the option to adjust the degree of smoothing and averaging
of each individual product by setting a detection limit and
threshold values for the maximum allowable relative statis-
tical error. The relation between the degree of smoothing in
terms of number of height bins and the corresponding ef-
fective range resolution was determined by a step function
method using the Rayleigh criterion. In order to retrieve a
profile of particle lidar ratio, one needs to derive a Raman
backscatter profile which has the same vertical profile of ef-
fective range resolution as the corresponding extinction pro-
file. In general, the range resolution of backscatter profiles
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Figure 15. Same as Fig. 11, but for particle lidar ratio profiles.

is better than the resolution of the corresponding extinc-
tion profiles. Therefore, automatically smoothed backscat-
ter profiles are additionally smoothed with a second-order
Savitzky—Golay filter in order to derive backscatter profiles
which have the same effective range resolution as the corre-
sponding extinction profiles.

In case of lidar systems with two different telescopes for
near range and far range, ELDA calculates extinction and
backscatter profiles from the signals of both telescopes sepa-
rately. The final product profile is composed of near-range
data and the far-range data below and above the point of
closest match between these profiles, respectively. In case of
backscatter retrievals, only far-range signals are used for the
calibration.

The accuracy of retrieved optical profiles was tested fol-
lowing the procedure of the EARLINET-ASOS algorithm
inter-comparison exercises for elastic backscatter and Raman
method. All algorithms and methods which are implemented
in the SCC were tested with all input parameters known as
in the last stage of the algorithm inter-comparison exercise.
For a quantitative evaluation of the quality of the products,
mean deviations, mean relative deviations, and normalized
root-mean-square deviations were calculated for each prod-
uct and three altitude layers. No deviations have been calcu-
lated below 0.5 km altitude because in this range the simu-
lated signals are affected by an incomplete overlap between
laser beam and the telescope field-of-view. In the simulated
situation, the layer between 0.5 and 1.5 km is representative
for the planetary boundary layer, the layer between 1.5 and
3 km altitude is a clean area in the free troposphere, and be-
tween 3 and 7 km altitude there is a lofted layer as it typi-
cally can be observed during events of long-range transport
of aerosol particles.

Mean deviations and mean relative deviations of all ex-
tinction products in all layers are clearly below the max-
imum allowed deviations of extinction coefficients (5 x
1079 m~" or 20 %) according to the EARLINET quality re-
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quirements. Moreover, errors of backscatter coefficients at
355 and 532 nm (1064 nm) have to be below 20 % (30 %)
or smaller than 5 x 10~ ’m~!sr—!. Relative deviations of the
SCC backscatter products are on average 10 %, but show
a large variability among wavelengths and analysis meth-
ods. In some cases, the relative deviations are larger than
requested, but absolute deviations always meet the require-
ments. Maximum allowed variations are 25 % at 355 and
532nm, 30 % at 1064 nm or 5 x 107 "m~'sr~! at all wave-
lengths. This requirement is fulfilled by all algorithms at
all wavelengths in all altitude layers. There are not yet
EARLINET quality requirements concerning maximum al-
lowed uncertainties of lidar ratio profiles. In case of ELDA
retrievals, all deviations are below 15 % and 10sr (5sr) at
355 nm (532 nm).

The development of ELDA is continuing. Due to its modu-
lar structure, new products, usecases, and methods can easily
be implemented, e.g., if new, more complex lidar systems are
developed or if new products are required from the user com-
munity. Currently, two new products Raman backscatter and
linear depolarization ratio and elastic backscatter and linear
depolarization ratio are implemented. Those products will be
stored in b-files which contain profiles of particle backscatter
coefficients, volume linear depolarization ratio, and particle
linear depolarization ratio.
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