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On two coupled degenerate parabolic equations
motivated by thermodynamics

Alexander Mielke

Abstract

We discuss a system of two coupled parabolic equations that have degenerate diffusion con-
stants depending on the energy-like variable. The dissipation of the velocity-like variable is fed as
a source term into the energy equation leading to conservation of the total energy. The motivation
of studying this system comes from Prandtl’s and Kolmogorov’s one and two-equation models for
turbulence, where the energy-like variable is the mean turbulent kinetic energy.

Because of the degeneracies there are solutions with time-dependent support like in the
porous medium equation, which is contained in our system as a special case. The motion of
the free boundary may be driven by either self-diffusion of the energy-like variable or by dissipa-
tion of the velocity-like variable. The cross-over of these two phenomena is exemplified for the
associated planar traveling fronts. We provide existence of suitably defined weak and very weak
solutions. After providing a thermodynamically motivated gradient structure we also establish con-
vergence into steady state for bounded domains and provide a conjecture on the asymptotically
self-similar behavior of the solutions in Rd for large times.

1 Introduction

On a smooth domain Ω ⊂ Rd we consider the degenerate parabolic system

v̇ = div
(
η(w)∇v

)
, for (t, x) ∈ ]0,∞[×Ω, (1.1a)

ẇ = div
(
κ(w)∇w

)
+ η(w)|∇v|2 for (t, x) ∈ ]0,∞[×Ω, (1.1b)

0 = η(w)∇u · n, 0 = κ(w)∇w · n for (t, x) ∈ ]0,∞[×∂Ω, (1.1c)

where v(t, x) ∈ R can be considered as a shear velocity and w(t, x) ≥ 0 is an internal energy. Here
the functions w 7→ η(w) and w 7→ κ(w) describe the viscosity law for v and the energy-transport
coefficient for w. Throughout this work we will mainly restrict to the choice

η(w) = η0w
α and κ(w) = κ0w

β, (1.2)

where α, β, η0, κ0 > 0 are given parameters.

The main feature of the model is that the shearing dissipation η(w)|∇v|2 is feeding into the energy
equation such that in addition to the total momentum V(v, w) also the total energy E(v, w) are con-
served along solutions:

V(v, w) :=

∫
Ω

v(x)dx and E(v, w) :=

∫
Ω

(1

2
v2 + w

)
dx

One difficulty of the coupled system is that the viscosity coefficient η(w) and the energy-transport
coefficient κ(w) can be unbounded, but this problem will play a minor role in our work. The main
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A. Mielke 2

emphasis is on the degeneracies arising from the fact that η(0) = κ(0) = 0 and that the solu-
tions of our interest have a nontrivial support. Thus, we are deriving a theory for solutions that have
(v(t, x), w(t, x) = (0, 0)) in regions of the QT = [0, T ]×Ω of full measure. In particular, we are
interested in the free boundary arising at the boundary of the time-dependent support of w(t, ·).
There is already some existence theory for related models motivated by turbulence in fluids, see
[GL∗03, LeL07, DrN09] for stationary models and [Nau13, MiN15, BuM19, MiN20] for time-dependent
models. However, there it is either assumed that w0(x) ≥ w > 0 for all x ∈ Ω or that w0(x) = 0 for
all x ∈ ∂Ω and w0(x) > 0 a.e. in Ω such that

∫
Ω

logw0(x)dx > −∞, see Remark 5.6.

We provide a preliminary existence theory for our coupled system in Section 6 which allows for solution
with nontrivial support, Ω\ sppt(w(t)) has nonempty interior. However, we emphasize that this is just
for completeness and we rather focus on the growth behavior of the support, i.e. the moving free
boundary. Moreover, we emphasize that the present paper is not a typical paper in applied analysis,
but rather a paper in modeling. Many of the statements in this paper are in fact conjectures, and only
a few results are formulated rigorously as propositions or theorems. Nevertheless, we believe that
the degenerate coupled system is relevant in applications and open up new avenues for developing
the tools in applied analysis, in particular in the field of free-boundary problems. The system specific
enough to analyze it in more detail, it is close enough to the porous medium equation (PME) to lend
some of the tools from there, but it displays a richer structure of nontrivial effects stemming from the
coupling between the two scalar equations.

To start with we remark that (1.1) contains the PME, when restricting to the case v ≡ 0:

ẇ = div
(
κ(w)∇w

)
in ]0,∞[×Ω, κ(w)∇w · n = 0 on ]0,∞[×∂Ω, (1.3)

which is known for its solutions with time-dependent support. For Ω = Rd and κ(w) = (β+1)wβ we
have the celebrated self-similar Barenblatt solutions (see [Váz07, Eqn. (1.8)])

w(t, x) =
1

(t+t∗)dδ

(
max

{
C − k|x|2

(t+t∗)2δ
, 0
})1/β

with δ =
1

2+dβ
, k =

δβ

2(β+1)
. (1.4)

Here C > 0 determines the conserved total mass
∫
Rd w(t, x)dx = E0, see Section 7.1.

For v 6= 0 there is a true coupling between the two scalar equations, and its structure is discussed in
Section 2. In addition to the conservation laws for momentum and energy and symmetries, we show
that all entropies of the form S(v, w) =

∫
Ω
σ(w(x)) dx with nondecreasing and concave σ are

growing along solutions (v, w) of (1.1). Moreover, we establish a gradient structure the the coupled
system: For given σ with σ′(w) > 0 and σ′′(w) < 0 there exists a state-dependent Onsager operator
K = K∗ ≥ 0 describing the dissipation mechanisms:(

v̇

ẇ

)
= K(v, w)DS(v, w) = K(v, w)

(
0

σ′(w)

)
with (1.5)

K(v, w)

(
ζ

ξ

)
=

( − div
(
p1(w)(∇ζ − ξ∇v)

)
−p1(w)∇v · ∇ζ + p1(w)|∇v|2ξ − div

(
p2(w)∇ξ

))
for suitably chosen functions w 7→ pj(w), see Section 2.4.

Sections 2.2 and 2.3 are devoted to scaling invariances and self-similar solutions of the coupled sys-
tem (1.1). We argue that even for general η and κ there are solutions of the form (v(t, x), w(t, x)) =(
V (x/(t+1)1/2),W ((x/(t+1)1/2)

)
where (V,W ) may attain nontrivial limits for y → ±∞. For

η(w) = κ(w) = w an explicit family of solutions with nontrivial support of W is provided in Example
2.2.
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On two coupled degenerate parabolic equations motivated by thermodynamics 3

In Section 2.4 we consider the case of bounded Ω and exploit the gradient structure for the case
α = β = 1/2 to show that most solutions converge exponentially to constants states (v(t), w(t))→
(v̂V0,E01Ω, ŵV0,E01Ω), where v̂V0,E0 and ŵV0,E0 are given explicitly in terms of V0 = V(v0) and
E0 = E(v0, w0). The exponential decay rate is quite explicit. However, we also show that the decay
does not hold for all solutions: for instance, because of non-uniqueness we may have v(t, x) = v0(x)
while w ≡ 0, which is certainly not decaying to the thermodynamic equilibrium.

We also compare our model to the plasma model discussed [RoH85, RoH86, HyR86] for the mass
density ρ ≥ 0 and the temperature θ ≥ 0:

ρt = div
(
ργφ1(ρ, θ)∇ρ

)
and

(
ρθ
)
t

= div
(
ρδφ2(ρ, θ)∇θ + θργφ1(ρ, θ)∇ρ

)
, (1.6)

see Section 2.5 for more details.

Section 3 is devoted to steady states and traveling fronts. Because of the degeneracy it is obvious
that all function of the form (v, w) = (v0, 0) are steady states, which we call trivial steady states.
Nontrivial steady states are necessarily spatially constant, i.e. (v, w) = (v∗, w∗) = const., which
provides, for bounded domains, a unique steady state (v̂V0,E0 , ŵV0,E0) as introduced above.

In Section 3.2 we study planar traveling fronts of the form(
v(t, x), w(t, x)

)
=
(
V (z),W (z)

)
with z = x1+cFt,

where cF ∈ R is the front speed. It is well-known that the planar fronts play an important role in the
theory of the PME (cf. [Váz07, Sec. 4.3]), and we expect a similar role for our coupled system (1.1),
in particular, for the understanding of the propagation of the boundary of the support. Inserting this
ansatz into (1.1) and assuming V (z) = W (z) = 0 for z ≤ 0, which simulates a support propagating
with front speed cF, we obtain after integrating each equations once (see Section 3 for details) the two
ODEs

cF V = η(W )V ′, cF

(
W − 1

2
V 2) = κ(W )W ′.

We analyze all solutions of this system, for the different cases occurring for the choices in (1.2). To
highlight one of the results, we consider the case η(w) = w and κ(w) = κ0w, i.e. α = β = 1.
For κ0 ≥ 1/2 all traveling fronts have the form (V (z),W (z)) = (0, 1

κ0
cFz) for z ≥ 0, which

corresponds to the case of the pure PME with v ≡ 0. These solutions still exists for κ0 ∈ [0, 1/2[, but
now additional, truly coupled solutions exists:

(V (z),W (z)) =
(

2
√

(1−2κ0) cFz , 2cFz
)

for z ≥ 0.

For these solutions, the propagation of the support of w is not only driven by self-diffusion as for the
PME, but is is driven also by the generation of w via the source term η(w)|∇u|2. This is best seen
in the limit κ0 → 0, where self-diffusion disappears but propagation is still possible. In particular we
obtain cF = max{κ0, 1/2}W ′(0), which again shows that for κ0 < 1/2 the propagation speed is
no longer dominated by self-diffusion alone.

In Section 3.3 we conjecture that the typical behavior of w near the boundary of its support is given
by w(t, x) = w0(z+)γ with γ = max{1/α, 1/β}, which clearly shows that the front is driven by the
v-diffusion in case of β > α. In the critical case α = β the switch between the two regimes occurs
for η0 = 2κ0.

Our definitions of weak and very weak solutions are given in Section 4 and are based on a reformula-
tion of the coupled system (1.1) in terms of (1.1a) and a conservation law (2.1) for the energy density
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A. Mielke 4

e = 1
2

+w, thus following the ideas in [FeM06, BFM09]. This allows us to avoid defect measures. The
notion of very weak solutions is based on the weak weighted gradient Gwαv, where wα∇v is defined
in terms of the distributional form of∇(wαv)− v∇(wα), thus avoiding any derivatives of v but using
∇w instead, see Definition 4.1, where Gav ∈ L1(Ω) is defined for a ∈ W1,q(Ω) and v ∈ Lq

∗
(Ω).

Section 4.3 provides an explicit example for nonuniqueness of very weak solutions.

Before showing existence of solution, we provide a series of natural a priori bounds for strong solutions
satisfyingw > 0 inQT = [0, T ]×Ω. Section 5.1 establishes Lp bounds for v and, in the case α = β,
also for w. Section 5.2 provides comparison. Here, we also show that the case η = κ is very special,
as for this case an estimate |v0(x)| ≤ M∗w

0(x) for all x ∈ Ω propagates for positive time, i.e. we
have |v(t, x)| ≤ Mxw(t, x) in all of QT . The crucial dissipation estimates are discussed in Section
5.3. In particular, for α ∈ ]0, 1[ and bounded Ω we obtain

∫
QT
|∇v|2 dxdt ≤ C(Ω, α, v0, w0).

In Section 6 we develop our (rather preliminary) existence theory for bounded Ω. For this we approx-
imate the initial data be smooth functions (v0

ε , w
0
ε) which additionally satisfy w0

ε(x) ≥ ε. Using the
comparison principles derived earlier we find classical solutions (vε, wε) : QT → R2 still satisfying
wε(t, x) ≥ ε. For passing to the limit ε → 0+ we use the appropriate a priori bounds proving spa-
tial and temporal compactness such that a suitable version of the Aubin-Lions-Simon lemma provides
strong convergence. So far, we are only able to treat the case α ∈ ]0, 1[, where one can exploit the
L2 a priori bound for∇vε, which was also used in [Nau13]. This approach allows us to construct weak
solutions. For α = 1 we only able to handle the case η ≡ κ and we are only able to establish very
weak solutions, where the weak weighted gradient Gwαv is well-defined but ∇v may be not. From
the expected behavior of the solutions near the boundary of the support, it is clear that gradients may
have a blow-up, so that the difference between weak and very weak solutions may be essential.

Hence, our existence theory is different from the one developed in [BeK90, DaG99] for the plasma
model (1.6), because we enforce global Sobolev regularity, while the latter as for local regularity of θ
on the support of ρ only.

Section 7 provides a few conjectures concerning the longtime behavior in the case Ω = Rd and
η(w) = η0w

α and κ(w) = κ0w
β . The whole system does not have any self-similar solution, however

we expect that in many cases v andw behave self-similar in the limit t→∞. In these cases we expect
that v(t) converges to 0 in L2(Ω) while the momentum is conserved V(v(t)) =

∫
Ω
v(t, x) dx =

V(v0). Then
∫

Ω
w(t, x) → E(v0, w0) and we expect that w behaves like the solution of the PME

obtained from (1.1) for v ≡ 0, but now the total energy is fixed to E(v0, w0).

Finally, in Section 8 we show how our coupled model (1.1) is motivated by models from turbulence
modeling, where w plays the role of the mean turbulent kinetic energy, such that e = 1

2
v2 + w

denotes the total kinetic energy. Our model is obtained when the solutions u of the Navier-Stokes
equation are assumed to be parallel flows, namely u(t, x) = (0, ..., 0, v(t, x1, ..., xd)

> ∈ Rd+1 with
d ∈ {1, 2}. Prandtl’s model for turbulence (cf. [Pra46, Nau13]) is discussed in Section 8.1 relating
to our case α = β = 1/2, while Kolmogorov’s two-equation model ([Kol42, Spa91]) is discussed
in Section 8.2 relating to our case α = β = 1. For the rich theory of these models we refer to
[Lew97, Nau13, ChL14, MiN15, BuM19, MiN20] and the references therein.

2 The model and its thermodynamical formulation

Here we discuss the basic properties of system (1.1), namely the conservation laws for total linear
momentum and the total energy, the symmetries and scalings, as well as exact similarity solutions.
Section (2.4) provides gradient structures which allows us to show convergence into steady state for
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On two coupled degenerate parabolic equations motivated by thermodynamics 5

the case α = β = 12 and Ω bounded, see Theorem 2.3.

2.1 Conservation laws

We first observe that the divergence structure of the equation for v and the no-flux boundary condition
provide the conservation of the integral over v, namely

V(v, w) :=

∫
Ω

v(x)dx.

We call this conserved quantity the a momentum because in the thermodynamical interpretation below
v should be considered as a velocity, and it should not be mistaken for a concentration of a diffusing
species.

In fact, w should be considered as an internal energy such that the energy density

e =
1

2
v2 + w

plays an important role. It satisfies a conservation law without source term, namely

ė = div
(
κ(w)∇w + η(w)v∇v

)
= div

(
η(w)∇e+ (κ(w)−η(w))∇w

)
. (2.1)

Integration over Ω and exploiting the no-flux boundary conditions gives conservation of the total energy

E(v, w) :=

∫
Ω

( 1

2
v(x)2 + w(x)

)
dx = const.

2.2 Symmetries and scaling properties

The full set symmetries of system (1.1) are given for Ω = Rd. For subsets Ω 6= Rd only those
symmetries survive that are valid for Ω. These symmetries hold for general functions η and κ.

Euclidean symmetry: For all x∗ ∈ Rd and Q ∈ O(d) :=
{
R ∈ Rd×d

∣∣ R>R = I
}

and solutions
(v, w) of (1.1), the rigidly moved pair(

v̂Q,x∗ , ŵQ,x∗
)
(t, x) :=

(
v(t, Qx+x∗), w(t, Qx+x∗)

)
is a solution again.

Time and Galilean invariance: For all t∗ ≥ 0 and V∗ ∈ R the time and velocity shifted pair(
ṽt∗,V∗ , w̃t∗,V∗

)
(t, x) :=

(
v(t+t∗, x) + V∗ , w(t+t∗, x)

)
is a solution again.

Now we discuss scaling properties. Observing that all terms involve either one time derivative or two
spatial derivatives we have the following invariance of (1.1):

Scaling S1 (parabolic scaling): Assume Ω = Rd. If the pair (v, w) is a solution of (1.1) and λ > 0,
then the pair (vλ, wλ) is a solution as well, where

(vλ, wλ)(t, x) = (v, w)(λ2t, λx).
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A. Mielke 6

A more complex symmetry occurs if the viscosity η and the diffusion constant κ are of the same
power-law type.

Scaling S2 (nonlinear scaling): Assume that η(w) = η0w
α and κ(w) = κ0w

α for some α > 0 and
η0, κ0 ≥ 0. If the pair (v, w) is a solution of (1.1) and µ, λ > 0 and λ = 1 in the case Ω 6= Rd, then
the pair

(
vµ,λ, wµ,λ

)
is a solution as well, where(
vµ,λ, wµ,λ

)
(t, x) =

(
µ v(µ2αλ2t, λx), µ2w(µ2αλ2t, λx)

)
.

Note that the energy density e = 1
2
v2 + w scales similarly to w and the total conserved quantities

satisfy

V(vµ,λ, wµ,λ) =
µ

λd
V(v, w) and E(vµ,λ, wµ,λ) =

µ2

λd
E(v, w).

The main observation is that the two conserved functionals scale differently. Hence, it is not possible
to have exact similarity solutions with both, V(v, w) and E(v, w) being finite and different from 0. As
nontrivial solutions satisfy E(v, w) > 0 the only choice for similarity solutions is V(v, w) = 0, see
also Section 7.

2.3 Exact similarity solutions

In general, the scaling symmetries can be used to transform into so-called scaling variables via

τ = log(t+t∗), y = (t+t∗)
−δx and(

v(t, x), w(t, x)
)

=
(
(t+t∗)

−γ/2 ṽ(τ, y) , (t+t∗)
−γ w̃(τ, y)

)
.

(2.2)

Parabolic Scaling S1. According to scaling S1 have to choose γ = 0 and δ = 1/2 and arrive at
the transformed parabolic equation

∂τ ṽ −
1

2
y·∇ṽ = div

(
η(w̃)∇ṽ

)
, ∂τ w̃ −

1

2
y·∇w̃ = div

(
κ(w̃)∇w̃

)
+ η(w̃)

∣∣∇ṽ∣∣2. (2.3)

Exact similarity solutions are steady states of this coupled system; however the existence of nontrivial
steady states (i.e. with ṽ 6≡ 0 and w̃ 6≡ 0) is largely open.

Note that (2.3) cannot have steady states with compact support (or more generally finite energy),
because ẽ = w̃ + 1

2
ṽ2 satisfies ∂τ ẽ − 1

2
y·∇ẽ = div(· · · ) and integrating over Rd and setting

Ẽ(τ) :=
∫
Rd ẽ(τ, y)dy gives d

dτ
Ẽ(τ) = −1

2

∫
Rd y·∇ẽdx = −d

2
Ẽ(τ).

For the case d = 1 one can obtain some results for steady states (ṽ(τ, y), w̃(τ, y)) = (V (y),W (y)
for y ∈ R, because the problem reduces to the ODE system

−y
2
V ′ =

(
η(W )V ′

)′
, −y

2
W ′ =

(
κ(W )W ′)′ + η(W )(V ′)2 for y ∈ R. (2.4)

We first introduce c(y) := η(W (y))V ′(y) such that the first equation reduces to
c′(y) = −

(
y/η(W (y))

)
c(y). Thus, c cannot change sign, which implies that V ′ doesn’t change

sign because η(W ) ≥ 0. Hence, for any solution (V,W ) the function y 7→ V (y) must be monotone.
This implies that for any nontrivial solution V cannot lie in Lp(R) for any p < ∞. Nevertheless, the
function W may be integrable (or even have compact support); then we can integrate the second
equation in (2.4) over R and find

1

2

∫
R
W (y)dy =

∫
R
η(W (y))

(
V ′(y)

)2
dy.
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On two coupled degenerate parabolic equations motivated by thermodynamics 7

Typical solutions of (2.4) will be such that W and V ′ are even functions. By Galilean invariance we
may assume V (0) = 0 such that V is odd and E = W + 1

2
V 2 is even again. A special case is given

by η ≡ κ, because by (2.1) we then have −y
2
E ′ =

(
η(W )E ′

)′
which has the unique even solution

solution E ≡ E(0).

Theorem 2.1 (Similarity solutions) Consider the case η ≡ κ. Then, for each pair (V−, V+) ∈ R2

and each E0 >
1
2

max{V 2
−, V

2
+} there exists a unique solution (V,W ) of (2.4) satisfying

V (y)→ V± for x→ ±∞ and W (y) +
1

2
V (y)2 = E0.

In particular, if V− 6= V+, then y 7→ V (y) is strictly monotone andW (y) > E0− 1
2

max{V 2
−, V

2
+} >

0.

Proof. It suffices to solve the scalar ODE for V namely

−y
2
V ′ =

(
η
(
E0−

1

2
V 2
)
V ′
)′

for y ∈ R, V (y)→ V± for y → ±∞.

Then, setting W (y) = E0 − 1
2
V 2, the pair (V,W ) solves (2.4).

The existence and uniqueness of V follows by applying [GaM98, Thm. 3.1] or [MiS21]. For this may
assume V− ≤ V+ and define A ∈ C1,Lip

loc (R) via

A(V ) =

∫ V

V−

η(E0−
1

2
v2)dv for V ∈ [V−, V+] and

A′(V ) = η
(
E0−

1

2
V±)2

)
+ (V−V±) for ± V ≥ ±V±.

Thus, A is uniformly convex with upper and lower quadratic bound, and the above-mentioned results
are applicable. Since the V is monotone its range stays inside [V−, V+], hence the choice ofA outside
of [V−, V+] is irrelevant.

For an illustration of these solutions we refer to the left plot in Figure 2.1.

Unfortunately the previous result does not apply to the degenerate case. For this we would need
E0 = 1

2
max{V 2

−, V
2

+}. which implies W (y) → 0 for y → ∞ or y → −∞. We expect that in the
case V− = −V+ and E0 = 1

2
V 2
− = 1

2
V 2

+ we still have a solution (V,W ) and that W has compact
support. For the special case η(w) = κ(w) = w this can be confirmed by an explicit solution.

Example 2.2 (The case η(w) = κ(w) = w) In this case we exploit that E(y) = B2 for all y, where
B is arbitrary. Indeed, (2.4) has a one-parameter family of explicit solutions:

(
V (y),W (y)

)
=

{ (
y/
√

2 , B2−y2/4
)

for |y| ≤ 2B,(
±
√

2B , 0
)

for ± y ≥ 2B,
(2.5)

However, this solution is untypical even for our special case η(w) = κ(w) = w. To see this, we
solve (2.4) as an initial-value problem for y ∈ [0,∞[ with (V (0),W (0),W ′(0))) = (0, B2, 0) and
V ′(0) > 0. As V ′(y) > 0 and B2 = W (y) + 1

2
V (y)2 the solutions stay bounded with W (y) ∈

[0, B2] and V (y) ∈ [0,
√

2B] as long as they exist.
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Figure 2.1: Solutions y 7→ (V (y),W (y)) (blue,orange) of (2.4) for V (0) = W ′(0) = 0, W (0) = 1,
and V ′(0) ∈ {0.5, 1/

√
2, 1.0} (left, middle, right). The green curve displays W (y)V ′(y), which for

V ′(0) = 1.0 has a positive limit at y∗ where W (y∗) = 0.

Starting with V ′(0) ∈ ]0, 1/
√

2[ we find smooth solutions with W (ξ) ≥ W (+∞) > 0. These are
the solutions given by Theorem 2.1. When starting with V ′(0) > 1/

√
2 the solution (V,W ) reaches

the point (
√

2B, 0) at a point y∗ ∈ ]0, 2B[ with a square-root type behavior, see Figure 2.1 for some
plots. In particular,W (y)V ′(y) remains bounded from below by a positive constant, which means that
the solution cannot be extended by (V (y),W (y)) = (

√
2B, 0) for y ≥ y∗.

Returning to the case of general η and κ, it remains an open question to discuss whether for all
pairs (V (∞),W (∞)) ∈ ]0,∞[ there exists a unique solution (V,W ) (V odd and W even) of
(2.4) that attain these limits for ξ → ∞. Moreover, one may prescribe the limits (V (∞), 0) and the
integral

∫∞
0
W (y) dy ∈ ]0,∞[. Clearly none of these solutions will have finite energy E(V,W ) =∫

R(W+1
2
V 2)dy.

Parabolic Scaling S2. In the case η(w) = η0w
α and κ(w) = κ0w

α, it is natural to search for
similarity solutions induced by the nonlinear scaling S2. We again can use the transformation (2.2),
where we are no longer forced to use γ = 0 because we can exploit the scaling properties of η and
κ. It suffices to chose 2δ + αγ = 1 to obtain an equation that is autonomous with respect to τ :

∂τ ṽ −
γ

2
ṽ − δ y ·∇ṽ = div

(
η0w̃

α∇ṽ
)
, where 2δ + αγ = 1,

∂τ w̃ − γw̃ − δ y ·∇w̃ = div
(
κ0w̃

α∇w̃
)

+ η0w̃
α
∣∣∇ṽ∣∣2. (2.6)

Again, the existence for nontrivial steady state solutions is totally open.

However, we can say something for finite-energy solutions. If we look for solutions respecting energy
conservation, i.e. E(ṽ(τ), w̃(τ)) = E(v(t), w(t)) = E(v(0), w(0)) ∈ ]0,∞[, then we additionally
have to impose γ = dδ. Together with 2δ + αγ = 1 we obtain

δ =
1

2+dα
and γ =

d

2+dα
.

Again we can show that there are no nontrivial steady states (ṽ, w̃) with compact support. To see
this, we test the steady-state equation for ṽ in (2.6) by |ṽ|−θṽ for θ ∈ ]0, 1[. Integrating by parts
the convective part on the left-hand side and the divergence term on the right-hand side leads to the
relation (

−γ
2

+
dδ

2−θ
) ∫

Rd
|ṽ|2−θ dy = −

∫
Rd
η0w̃

α(1−θ)|ṽ|−θ|∇ṽ
∣∣2 dy.

The prefactor on the left-hand side equals θd/(2(2−θ)(2+dα)) > 0 whereas the right-hand side
is non-positive. Thus, we conclude ṽ = 0 for all compactly supported steady states. For ṽ ≡ 0 the
system reduces to the scaled PME and it is well-known that all similarity solutions are given by (1.4).

In Section 7 we provide some evidence for our conjecture that all finite energy solutions (ṽ, w̃) of (2.6)
with γ = dδ convergence to the corresponding steady state (0,WE0).
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On two coupled degenerate parabolic equations motivated by thermodynamics 9

2.4 Gradient structure and convergence into steady state

We now show that the coupled system can be generated by a gradient system (Q,S,K), where
Q = L2(Ω)×L1(Ω) is the state space, S is an entropy functional, and K is the Onsager operator
satisfying K = K∗ ≥ 0. The latter defines the dual entropy-production potential P∗(v, w; ζv, ζw) :=
1
2

〈
ζ,Kζ

〉
. The aim is to show that the coupled system (1.1) can be written in the form(

v̇

ẇ

)
= K(v, w)DS(v, w)

for a suitable choice of S and K, see [Pel14, Mie16] for the general theory on gradient systems. For
this, we consider entropies in the form S(w) =

∫
Ω
σ(w)dx and obtain, along solutions,

d

dt
S(w(t)) =

∫
Ω

{
−σ′′(w)κ(w)|∇w|2 + σ′(w)η(w)|∇v|2

}
dx =: P(v, w). (2.7)

Thus, we have entropy production whenever σ is nondecreasing and concave.

For finding suitable Onsager operators K we consider dual entropy-production potentials in the form

P∗(v, w; ζv, ζw) :=
1

2

∫
Ω

{
p1(w)

∣∣∇ζv−ζw∇v∣∣2 + p2(w)|∇ζw|2
}

dx

with suitable mobilities p1 and p2. Here ζv and ζw are the variables dual to v and w, respectively. The
conservation laws for V and E are reflected in the properties

P∗(v, w; DV(v, w) ≡ 0 and P∗(v, w; DE(v, w)) ≡ 0,

where we use DV(v, w) = (1, 0)> and DE(v, w) = (v, 1)>.

From the formula of P∗ we calculate K via K(u, k) = D2
ζP∗(v, w; ζ), which results in

K(v, w)

(
ζv
ζw

)
=

( − div
(
p1(w)(∇ζv−ζw∇v)

)
−p1(w)∇v · ∇ζv + p1(w)|∇v|2κ − div(p2(w)∇ζw

))
=

(
− div

(
p1(w)∇�

)
div
(
�p1(w)∇v

)
−p1(w)∇v · ∇� �p1(w)|∇v|2 − div

(
p2(w)∇�

) )(ζv
ζw

)
,

where � indicates the position into which the corresponding component of ζ = (ζv, ζw)> has to be
inserted.

Now, calculating K(v, w)DS(v, w) with DS(v, w) = (0, σ′(w))> we see that we obtain our coupled
problem (1.1) if the relations

η(w) = σ′(w)p1(w) and κ(w) = −σ′′(w)p2(w) for all w > 0

hold. Moreover, we see that the above entropy entropy-production relation (2.7) takes the general form

d

dt
S(v(t), w(t)) =

〈
DS(v, w),K(v, w)DS(v, w)

〉
= 2P∗

(
v, w; (0, σ′(w))>

)
=

∫
Ω

(
p1(w)

∣∣0− σ′(w)∇v
∣∣2 + p2(w)

∣∣∇σ′(w)
∣∣2)dx = P(v, w).

The gradient structure for general choices of σ can be used to obtain a priori estimates, see Section
5.3. Moreover, it can be used to prove convergence into steady state on bounded domains Ω ⊂
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A. Mielke 10

Rd. For this we observe that taking an increasing and strictly convex σ given the momentum V0 :=
V(v(0), w(0)) and the initial energyE0 := E(u(0), w(0)) there is a unique maximizer of the entropy
S(v, w) on all states in L2(Ω)×L1

≥0(Ω) satisfying the constraints V(v, w) = V0 and E(v, w) = E0,
namely the spatially solutions

v̂V0,E0 =
1

|Ω|
V0 and ŵV0,E0 =

1

|Ω|
W0 with W0 :=

(
E0 −

1

2|Ω|
V 2

0

)
≥ 0.

By integrating the equation for w over Ω and using η(w)|∇v|2 ≥ 0 and the no-flux boundary condi-
tions, we easily obtain

0 ≤
∫

Ω

w(0, x)dx ≤
∫

Ω

w(t1, x)dx ≤
∫

Ω

w(t2, x)dx ≤ W0 for 0 < t1 < t2 <∞, (2.8)

where we used energy conservation for the last estimate.

Moreover, under natural conditions all solutions of P(v, w) = 0 are given by the constant function pair
(v, w) ≡ (v0, w0) or by pairs of the form (ṽ(·), 0) for arbitrary ṽ ∈ L2(Ω). The latter solutions will be
excluded by assuming

∫
Ω
w(0, x) dx > 0. Hence, in good situations one can hope for convergence

of all solutions into the unique thermal equilibrium state (v̂V0,E0 , ŵV0,E0) depending on the constraint
given by the initial conditions.

The following results provides a first results and explains the main idea in the simplest case, but
we expect that this method generalizes to more general situations, see [MiM18, HH∗18] for related
convergence results for systems of diffusion equations. It is surprising that the exponential decay
holds globally for our degenerate parabolic system and that the decay rate Λ is even close to the
lower bound for the rate dictated by the linearization at the steady state.

Theorem 2.3 (Convergence to steady state) Consider a bounded Lipschitz domain Ω ⊂ Rd and
assume that

∃ cη, cκ > 0 ∀w ≥ 0 : η(w) ≥ cηw
1/2 and κ(w) ≥ cκw

1/2. (2.9)

Let λN := λN(Ω) > 0 be the first nontrivial eigenvalue of the Neumann Laplacian on Ω, then
all solutions converge exponentially to a spatially constant equilibrium. More precisely, solutions with
V(v(0)) = V0, E(v(0), w(0)) = E0, and w(0, x) ≥ c > 0 a.e. in Ω satisfy∫

Ω

(1

2

∣∣v(t, ·)−v̂V0,E0

∣∣2 +
∣∣√w(t, ·)−

√
ŵV0,E0

∣∣2)dx

≤ e−Λt

∫
Ω

(1

2

∣∣v(0, ·)−v̂V0,E0

∣∣2 +
∣∣√w(0, ·)−

√
ŵV0,E0

∣∣2)dx for all t ≥ 0,

(2.10)

where Λ =
√
ŵV0,E0 min{cη, cκ}λN.

Proof. We use the entropy density function σ(w) =
√
w and assume V0 = 0 by Galileian invariance.

We introduce a relative entropy as an the auxiliary functional, which depends on the initial values
(v(0), w(0)) via (v̂0,E0 , ŵ0,E0) where E0 = E(v(0), w(0)):

H(v, w) = E(v, w)− 2
√
ŵV0,E0S(v, w) + ŵV0,E0|Ω| =

∫
Ω

(1

2
v2 +

(√
w−
√
ŵV0,E0

)2
)

dx,

where we heavily used σ(w) = w1/2 such that the linear term w inside E equals σ(w)2. Clearly, H
is a Liapunov function, and along solutions (2.7) provides the relation

d

dt
H(v(t), w(t)) = −2

√
ŵV0,E0 P(v(t), w(t)). (2.11)
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On two coupled degenerate parabolic equations motivated by thermodynamics 11

We now show that P can be estimated from below byH as follows. To simplify notation we introduce
z =
√
w and z0 =

√
ŵV0,E0 . First, we can use the explicit form of P, σ(w) =

√
w, ∇w = 2z∇z,

and the lower estimates for η and κ and arrive at

P(v, w) ≥
∫

Ω

( cη
2

∣∣∇v∣∣2 + cκ
∣∣∇z∣∣2 )dx.

Here, we use the assumption w(0, ·) ≥ c > 0 with implies by Section 5.2 (C2) that w(t, x) ≥ c > 0
for all (t, x) ∈ [0,∞[×Ω.

Secondly, setting z := 1
|Ω|

∫
Ω
zdx > 0 we exploit energy conservation E(v, z2) = E0 along solutions

and find

E0 = |Ω| z2
0 = |Ω|

(
z2+A2

)
with |Ω|A2 :=

∫
Ω

(1

2
v2 + z2 − z2

)
dx =

∫
Ω

(1

2
v2 + (z−z)2

)
dx.

Clearly, we have z =
(
z2

0−A2
)1/2 ∈ [0, z0], and z0 ≤

(
z2

0−A2
)1/2

+ A yields 0 ≤ z0 − z ≤ A.

Thus, for all (v, z) satisfying E(v, z2) = E0 we have the following chain of estimates

H(v, z2) =

∫
Ω

(1

2
v2 + (z−z0)2

)
dx =

∫
Ω

(1

2
v2 + z2 − z2 + (z0−z)2

)
dx

= |Ω|A2 + |Ω|(z0−z)2 ≤ 2|Ω|A2

=

∫
Ω

(
v2 + 2(z−z)2

)
dx ≤ 1

λN

∫
Ω

(
|∇v|2 + 2|∇z|2

)
dx,

where we used the Poincaré–Wirtinger inequality for the Neumann Laplacian on Ω and our assumption∫
Ω
vdx = V0 = 0.

Combining all the estimates we obtain the lower bound

P(v, w) ≥ λN

2
min{cη, cκ}H(v, w).

Together with (2.11) and the definition of Λ we find d
dt
H(v(t), w(t)) ≤ −ΛH(v(t), w(t)), which

implies the desired exponential decay estimate (2.10).

We emphasize that the global decay rate Λ obtained in Theorem 2.3 is optimal up to a possible factor
of 2, because the linearization of the coupled system at the steady state (v̂V0,E0 , ŵV0,E0) reads

˙̃c = η(ŵV0,E0)∆Nc̃, ˙̃w = κ(ŵV0,E0)∆Nw̃,

∫
Ω

c̃dx = 0 =

∫
Ω

w̃dx.

Thus, the decay rate Λ cannot be larger than 2 min{η(ŵV0,E0), κ(ŵV0,E0)}λN(Ω), because (2.10)
measures quadratic distances from equilibrium.

Example 2.4 (Worse decay if supports are disjoint) We want to emphasize that some assumption
on the positivity of w(t, x) is necessary in Theorem 2.3, since otherwise the stated decay may not
hold. As an example consider the case Ω = ]−`, `[ for fixed ` � 1, η(w) = κ(w) = 3

2
w1/2 such

that cκ = cη = 3/2, and initial data (v0, w0) ∈ H1(Ω)2:

v0(x) = sign(x)
(

max{0, 2|x|−`}
)

and w0(x) =
( 1

15
max

{
1−x2, 0

})2

for x ∈ Ω.
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A. Mielke 12

We set T` = (`/2)5/2 − 1 and observe that for t ∈ [0, T`] we have the explicit solution

v(t, x) = v0(x) and w(t, x) =
1

(t+1)2/5

( 1

15
max

{
1− x2

(t+1)4/5
, 0
})2

.

Indeed, we have sppt(v(t, ·)) = Ω\ ]−`/2, `/2[ and sppt(w(t, ·)) = [−(t+1)2/5, (t+1)2/5], such
that the supports are disjoint for t < T`. Hence, it is easy to see that both equations are satisfied
because of η(w) = 0 on the support of v(t, ·): in the equation v the dynamics is trivial with v̇ = 0,
and in the equation for w we simply have the similarity solution for the PME with β = 1/2, see (1.4).

To see that this solution contradicts the expoential decay estimate, it is sufficient to calculate the
involved terms only in there main term in `, which we indicate by ∼ `α:

λN =
π2

4`2
∼ `−2, V0 = 0, E0 ∼ `2, v̂V0,E0 = 0, ŵV0,E0 ∼ `2.

With this we find the exponential decay rate Λ ∼ `−1. Because in (2.10) the integrals over Ω on
both sides are of order `3 for all t ∈ [0, T`] and T` ∼ `5/2, we easily obtain a contradiction because
ΛT` ∼ `3/2 such that e−ΛT``3 is smaller than 1, whereas it is still of order `3 for the given solution.

Nevertheless, we conjecture that the above decay estimate can be extended to solutions with
sppt(w0) $ Ω. The point is that solutions are not unique because of the nonlinearity w1/2|∇v|2.
Constructing solutions by approximating the initial conditions from above as sketched in Section 6 one
may obtain solutions satisfying sppt(w(t, ·)) ⊃ sppt(∇v(t, ·)) for all t > 0, which then satisfy the
exponential decay estimate (2.10).

2.5 A related plasma model

In a series of papers starting with [RoH85, RoH86, HyR86] a model of the diffusion of the mass density
ρ ≥ 0 and the heat transport for the temperature in a plasma is developed:

ρt = div
(
ργφ1(ρ, θ)∇ρ

)
and

(
ρθ
)
t

= div
(
ρδφ2(ρ, θ)∇θ + θργφ1(ρ, θ)∇ρ

)
, (2.12)

that conserves mass and energy, namely
∫

Ω
ρ(t, x)dx = M0 and

∫
Ω
ρ(t, x)θ(t, x)dx = E0.

Note that the model is such that it allow one to consider a constant temperature θ(t, x) = θ∗, and it
is then sufficient to study the remaining PME for ρ:

ρ̇ = div
(
ργφ1(ρ, θ∗)∇ρ

)
. (2.13)

Thus, asymptotic self-similar behavior follows if φ0(, θ∗) 6= 0. Moreover, if φ(ρ, θ∗) is constant, we
even have Barenblatt solutions as in (1.4), see [RoH86, Eqn. (5)-(7)].

To have better comparison with our model, we can introduce the energy density e = ρθ and obtain
the system,

ρ̇ = div
(
ργϕ1(ρ, e)∇ρ

)
and

ė = div
(
ρδ−1ϕ2(ρ, e)∇e+ e

(
ργ−1ϕ1(ρ, e)− ρδ−2ϕ2(ρ, e)

)
∇ρ
)
,

(2.14)

where ϕj(ρ, e) = φj(ρ, e/ρ). Thus, our case η(w) = κ(w) corresponds here to the case ργϕ1 =
ρδ−1ϕ2 leading to the special system

ρ̇ = div
(
ργϕ1(ρ, e)∇ρ

)
and ė = div

(
ργϕ1(ρ, e)∇e

)
which obviously has solutions with e(t, x) = ρ(t, x)θ∗ if ρ satisfies (2.13).

For an existence theory for the model (2.12) we refer to [BeK90, DaG99]. However, to the best of the
knowledge of the author a systematic study of the motion of the moving front does not exist.
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On two coupled degenerate parabolic equations motivated by thermodynamics 13

3 Steady states and traveling fronts

Here we provide a few special solutions that will highlight the coupling between the two degenerate
equations. To obtain a first feeling about the nontrivial interaction between the two equations we study
some simple explicit solutions, namely steady states and traveling fronts.

3.1 Steady states

Steady states are all the solutions of the coupled degenerate elliptic system

0 = div
(
η(w)∇v

)
, 0 = div

(
κ(w)∇w

)
+ η(w)|∇v|2 in Ω,

0 = η(w)∇v · n 0 = κ(w)∇w · n on ∂Ω.
(3.1)

We cause of η(0) = 0 it is easy to construct steady states in the form

(v, w) = (Vst, 0) where Vst is arbitrary. (3.2)

Thus, there is an infinite-dimensional family of trivial steady states, but this family is exceptional. If we
assume w0 6≡ 0. i.e.

∫
Ω
w0 dx > 0, we find E(v(t), w(t)) ≥ E(v0, w0) ≥

∫
Ω
w0 dx > 0 and

conclude that these solutions are not relevant any more.

For bounded domains we have the following uniqueness result for nontrivial steady states.

Proposition 3.1 (Steady states for Ω bounded) Assume that Ω ⊂ Rd is a bounded Lipschitz do-
main. Then, all steady states are given either by the trivial ones in (3.2) or by the spatially constant
ones, namely

(v, w) ≡
( 1

|Ω|
V0 ,

1

|Ω|
W0

)
, (3.3)

where V0 and W0 are uniquely given by the conserved quantities V(v, w) = V0 and E(v, w) =
E0 = W0 + 1

2|Ω|V
2

0 , see Section 2.4.

Proof. We use the pressure function π̂(x) = Π(w(x)) with Π(w) =
∫ w

0
η(u) du and observe that

for a steady state (v, w) the function π̂ satisfies the linear Neumann problem

−∆π̂ = η(w)|∇v|2 in Ω, ∇π̂ · n = 0 on ∂Ω.

The classical solvability condition for the Neumann problem requires
∫

Ω
η(w)|∇v|2 dx = 0. Since

the integrand is nonnegative we conclude η(w)|∇v|2 = 0 a.e. in Ω and π̂ = π∗ =const. Because
of the strict monotonicity of Π we obtain w = w∗ =const. and deduce either w∗ = 0 given the trivial
steady states (3.2) or w∗ > 0 and v = v∗ = const.

In the case of unbounded Ω we have to allow for solutions with infinite energy and the result is less
complete.

Proposition 3.2 (Steady states for Ω = Rd) Assume Ω = Rd with d ∈ {1, 2}. Then, all steady
states (i.e. solutions of (3.1)) are given either by the trivial ones in (3.2) or by the spatially constant
ones, namely (v, w) ≡ (v∗, w∗) = const.
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Proof. The pressure π̂ introduced in the previous proof still satisfies −∆π̂ = η(w)|∇v|2 ≥ 0.
Moreover, we know π̂ ≥ 0. Hence, −π̂ is a subharmonic function that is bounded from above. For
d = 1 the function −π̂ : R → ]−∞, 0] is convex and hence can only be bounded if it is constant.
For d = 2 we invoke [Ran95, Cor. 2.3.4] which shows that bounded subharmonic functions on R2 are
constant. In both cases we conclude η(w)|∇v|2 = 0 a.e. in Rd and the result concerning v follows.

It is unclear whether the last result is still true in Rd with d ≥ 3.

3.2 Traveling fronts

The importance of traveling fronts in the PME arises from the fact that they can be used as comparison
functions and that they serve as models for the local behavior near the boundary of the support of w.
By isotropy of our system (1.1) it is sufficient to study the one-dimensional case x ∈ R1. We start
from the traveling-wave ansatz

v(t, x) = V (x+cFt) and w(t, x) = W (x+cFt),

where cF is the front speed. We obtain a coupled system of ODEs for z = x+ cFt with the unknowns

cFV
′ =
(
η(W )V ′

)′
and cFW

′ =
(
κ(W )W ′)′ + η(W )(V ′)2. (3.4)

Clearly, the speed cF needs to be determined together with the nontrivial solution (V,W ) of (3.4).
However, we observe that both right-hand sides in (3.4) contain two derivatives while both left-hand
sides contain only one derivative and one factor cF. Hence, we can rescale solutions in such a way
that for a solution (cF, V,W ) also (λcF, V (λ ·),W (λ ·)) is a solution for all λ ∈ R. Since the case
cF = 0 leads to steady states that were investigated already in Section 3.1, it suffices to consider the
case cF = 1, only.

To analyze the solution set of (3.4), we integrate the first equation obtaining the integration constant
v∗ and substitute the result for η(W )V ′ in the second equation. Then, the second equation can also
be integrated with an integration constant w∗:

V − v∗ = η(W )V ′, W − w∗ = κ(W )W ′ +
1

2
(V−v∗)2. (3.5)

The integration constants were chosen such that (V,W ) ≡ (v∗, w∗) is the only constant solution.
The system can be analyzed in the (V,W ) phase plane. To see whether (3.5) has other solutions that
are defined for all z ∈ R, we treat for the three cases α = β, α < β, and α > β separately.

Case α = β: For η(w) = wα and κ(w) = κ0w
α, there is the following helpful observation: the

parabola

Pκ0 : V 7→ ŵ(V ) := w∗ +
1

2(1−2κ0)
(V−v∗)2

is invariant by the flow of (3.5). In the case κ0 < 1/2 all points starting above Pκ0 stay above, which
means they cannot reach W = 0 in finite time and hence exist for all z ∈ R.

For w∗ > 0, the solutions lying above Pκ0 behave as follows (where ρ∗ = w−α∗ )

(V (z),W (z)) = (v∗, w∗) +
(
c1eρ∗z,

c2
1 e2ρ∗z

2(1−2κ0)
+ c2eρ∗z/κ0

)
+ h.o.t. for z → −∞,

(V (z),W (z)) =
(
c3z

κ0/α, ( α
κ0
z)1/α

)
+ l.o.t. for z →∞,
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Figure 3.1: Phase portraits for (3.5)
with κ(w) = κ0η(w) including the
parabola Pκ0 .
Left: κ0 = 1.
Right: κ0 = 1/4.

where c1, c3 ∈ R and c2 > 0. The two solutions lying exactly on Pκ0 : W = ŵ(V ) have a slightly
different asymptotics. Still in the case κ0 < 1/2 one can show that all solutions starting below of Pη0
reach W = 0 in finite time and cannot be extended for all z ∈ R, see Figure 3.1 (right picture).

For the case κ0 ≥ 1/2, it can be shown that only one solution satisfies w(z) ≥ 0 for all z, namely
the one with V ≡ v∗ and W (z) > w∗, see Figure 3.1 (left picture).

The situation w∗ = 0 is special, as now we can construct solutions with (v(z), w(z)) = (v∗, 0) for
z ≤ 0 (by Galileian invariance we can set v∗ = 0 subsequently). These solutions are in particular
interesting, because they provide solutions with time-dependent support. Of course, for all κ0 we have
the pure PME traveling wave (V (z),W (z)) =

(
0, ( α

κ0
z+)1/α

)
where z+ = max{0, z}.

For κ0 < 1/2 the two solutions lying on Pκ0 have the explicit form

(V (z),W (z)) =

{ (
±
√

2−4κ0 (2αz)1/(2α), (2αz)1/α
)

for z ≥ 0,(
0 , 0

)
for z ≤ 0.

These solutions will serve as the prototype of solutions with time-dependent support.

As above there are more traveling waves from the solutions lying above the parabola Pκ0 , which is now
touching the axis w = 0 in the origin (V,W ) = (0, 0). All these other solutions have the asymptotics

(V (z),W (z)) =
(
c(z+)κ0/α, ( α

κ0
z+)1/α + c2

2
(z+)2κ0/α

)
+ h.o.t. for z → 0+,

where c ∈ R is a parameter for choosing the individual solutions above Pκ0 .

Case α < β: In the case η(w) = wα and κ(w) = wβ the ODE reads

V ′ = V W−α, W ′ =
(
W−1

2
V 2
)
W−β, (V (0)),W (0)) = (0, 0). (3.6)

In the cases with α 6= β, we may assume η0 = κ0 without loss of generality.

As usual, there is the trivial solution with V ≡ 0, but all nontrivial solutions of (3.6) only exist on a
subinterval of R, see the right phase plane in Figure 3.2. Nontrivial solutions first have to lie above the
parabola W = 1

2
V 2 to allow for W ′ > 0, but after finite time they return to the parabola and then W ′

remains negative until W (z∗) = 0 is reached in finite time, where the solution ceases to exist.

The solutions can be constructed in the formW (z) = w̃(V (z)) where w̃ satisfies the ODE w̃′(V ) =
w̃(V )− 1

2
V 2/(V w̃(V )β−α). From this one sees that all solutions with w̃(0) = 0 satisfy the expansion

w̃(V ) =
1

2
V 2 + 2α−βV 2(1+β−α) + h.o.t.
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Figure 3.2: Phase planes for (3.6)
with (α, β) = (2, 1) (left) and
(α, β) = (1, 2) (right).

Inserting this into V ′ = V w̃(V )−α we obtain the expansion(
V (z),W (z)

)
=
(

(α21+α)1/(2α) z
1/(2α)
+ , (2α)1/α z

1/α
+

)
+ h.o.t. (3.7)

We observe that the local front behavior only depends on the smaller of the two values α and β.

Case α > β: In this case we again obtain a one-parameter family of traveling fronts for (3.6) with
half-line support.

Proposition 3.3 (Fronts for α > β) Assume η(w) = wα and κ(w) = wβ with α > β. Then for all
v∞ there exists a unique traveling front (V,W ) solving (3.6), (V (z),W (z)) = (0, 0) for z ≤ 0, and
V (z) → v∞ for z → ∞. Moreover, for v∞ 6= 0, the functions sign(v∞)V (·) and W (·) are strictly
increasing on [0,∞[ and we have the expansion

W (z) ≈ (βz)1/β for z � 1 and for z � 1, V (z) ≈ c exp
(
− β

α−β
z−(α−β)/β

)
for z � 1.

Moreover, there are two traveling fronts (±VB,WB) with the expansion

(VB(z),WB(z)) ≈
(
(2α z)1/(2α),

1

2
(2α z)1/α

)
for z � 1.

All other solutions are not defined for all z ∈ R, see Figure 3.2 (left).

Again we see that the smaller of the two exponents α and β dominates the local behavior of the
traveling fronts.

3.3 Conjectured behavior near boundary of growing supports

Here we collect conjectured consequences of the above established behavior of traveling fronts.
Throughout we assume that we are considering sufficiently smooth solutions (v, w) that have the
property that S(t) := sppt(v(t)) = sppt(w(t)) b Ω.

We conjecture that t 7→ S(t) has similarly good properties as the support of solutions of the PME,
see e.g. [Váz07]. In particular, t 7→ S(t) is non-decreasing and the boundary ∂S(t) becomes smooth
after a suitable waiting time. However, in our coupled system the growth of the support can be steered
by different mechanisms depending on the relative size of η(w) and κ(w) for w � 1.

To explain the conjectured behavior in more detail, we consider a point x∗ ∈ ∂S(t∗) and assume that
∂S(t∗) is smooth. Without loss of generality we may assume x∗ = 0 and that the the outer normal
vector to S(t∗) at x∗ is given by n∗ = −e1.
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In the PME (1.3) with κ(w) = κ0w
β the typical behavior (after waiting time) is that w(t∗, x) =

w0(x1)
1/β
+ + h.o.t. The support S(t) is then growing with propagation speed cF = κ0w

β
0/β.

The behavior for the coupled system depends strongly on the exponents α and β in η(w) = η0w
α and

κ(w) = κ0w
β . In all cases we will address the question of local integrability of ∇vγ and ∇wγ near

the boundary of S(t). These integrability properties will nicely fit together with the a priori estimates
to be derived below, see (5.17) in Proposition 5.5.

α > β: support is driven by w as in PME. In the case α > β and w � 1 the energy-transport coef-
ficient κ(w) is much bigger than the viscosity coefficient η(w). Hence, w will diffuse fast and v will
try to keep up by following the growing support. As in the PME the conjectured behavior (after waiting
times) is

(v(t∗, x), w(t, x)) =
(
0, w0 (x1)

1/β
+

)
+ h.o.t.,

where v vanishes faster than O(|x|m) for any m ∈ N, see Proposition 3.3. Again the front speed is
solely controlled by w alone, namely c∗ = κ0w

β
0/β.

The expansion does not give any information about the integrability of ∇vγ , however we see that
∇wγ ∈ Lp(Br((t∗, 0))) for γ > β (1−1/p).

α < β: support is driven by v. Now η(w) � κ(w) for w � 1, hence hence, v can easily diffuse to
the boundary of the support and pile up there. We conjecture that the typical behavior (after waiting
times) is given by (3.7), namely

(v(t∗, x), w(t, x)) =
(
v0 (x1)

1/(2α)
+ ,

1

2
v2

0 (x1)
1/α
+

)
+ h.o.t..

The corresponding propagation speed is then given by c∗ = η0v
2α−2
0 /(α2α+1).

The reason of this behavior is that in the equation for w the energy transport via κ can be neglected
and the growth of the support is controlled by the source term η(w)|∇v|2. This leads to a equipartition
of energy near the boundary of the support giving w ≈ 1

2
v2, or using e = 1

2
v2 + w we have

1
2
v2 ≈ 1

2
e ≈ w.

In this case, we see that∇vγ ∈ Lp(Br((t∗, 0))) for γ > 2α (1−1/p) and∇wγ ∈ Lp(Br((t∗, 0)))
for γ > α (1−1/p).

Critical case α = β. We now consider η(w) = wα and κ(w) = κ0w
α and will see that the both

previous cases appear, because κ(w)/η(w) = κ0 may be large or small depending on κ0.

For κ0 > 1/2 the support is driven by w as in the PME, however, now v can follow fast enough. The
conjectured behavior is

(v(t∗, x), w(t∗, x)) = (v0(x1)
κ0/α
+ , w0(x1)

1/α
+ ) + h.o.t.

Here v0 ∈ R is arbitrary, and the propagation speed c∗ = κ0w
α
0 /α depends only on w0 as for the

PME.

For κ0 < 1/2 the front is driven by a combination of v and w. The conjectured expansion takes the
form (

v(t∗, x), w(t∗, x)
)

=
(
v0 (x1)

1/(2α)
+ ,

v2
0

2(1−2κ0)
(x1)

1/α
+

)
+ h.o.t.

We observe that the leading terms of v and w are coupled together by the relation w ≈ v2/(2−4κ0).
Moreover, the limit κ0 → 0+ is consistent with the equipartition in the case α < β. The propagation
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speed is given by c∗ = wα0 /(2α) which is different from c∗ = κ0w
α
0 /(2α) in the case κ0 > 1/2.

Thus, the interaction with the v component prevents the deterioration of the wave speed for the limit
κ0 → 0+.

In both subcases, we see that ∇vγ ∈ Lp(Br((t∗, 0))) for γ > 2α (1−1/p) and
∇wγ ∈ Lp(Br((t∗, 0))) for γ > α (1−1/p).

In summary, we find that the behavior of w near the boundary of the support is given by w(t, x) =
w0(x1)γ+ with γ = max{1/α, 1/β}, which clearly shows that the front is driven by the v-diffusion
in case of β > α. In the critical case alpha = β the switch between the two regimes occurs for
η0 = 2κ0.

4 Weak and very weak solutions

In general, we cannot expect to have strong solutions for our degenerate coupled parabolic system.
Hence, we define a suitable notions of weak and very solutions. The problem is that the degeneracies
of the viscosity η and the energy-transport coefficient κ, do not allows us to use parabolic regularity,
which is most easily seen for the trivial solutions (v(t, x), w(t, x)) = (v0(x), 0) that do not regularize
at all. Hence, we provide a proper definition of weak and very weak solutions in Section 4.1, then
discuss a compactly supported explicit solution in Section 4.2, and finally show non-uniqueness of
very weak solutions in Section 4.3.

4.1 Definition of weak and very weak solutions

Moreover, there is an intrinsic problem in passing to the limit in the the “L1” source term η(w)|∇v|2,
which typically generates a nonnegative defect measure. This is particularly difficult because of the
degeneracies η(0) = κ(0) in the viscosity η and energy-transport coefficient κ. To avoid this problem,
we use the strategy introduced by Feireisl and Málek in [FeM06, BFM09]. This means we replace the
“partial energy equation” (1.1b) by the equation for the total energy e = 1

2
v2 + w as given in (2.1).

Thus, we are studying suitably defined weak solutions of the coupled system

v̇ = div
(
η(w)∇v

)
, ∂t

(1

2
v2+w

)
= div

(
κ(w)∇w + η(w)v∇v

)
(4.1)

completed by no-flux conditions for v and w at the boundary ∂Ω.

Below we will give two different solution concepts, the first being a classical weak solution. However,
since ∇v only occurs together with η(w) it is difficult to obtain good a priori estimates guaranteeing
that a limit v0 obtained from vε ∈ L2(0, T ; H1(Ω)) remains in that space. Hence, we define a second
concept called very weak solutions, which can be defined for v ∈ Lp(QT ). For the latter we use
the notion of a weak weighted gradient generalizing terms of the form a∇v, where a takes the role of
η(w) and may degenerate. We will generalize to a mappingGav that is valid under weak assumptions
on v if a is sufficiently well behaved.

Definition 4.1 (Weak weighted gradient) Let q ∈ ]1,∞[, a ∈ W1,q(Ω) and v ∈ Lq
∗
(Ω) with

1/q + 1/q∗ = 1. We say that g ∈ Lp(Ω) with p ∈ [1,∞] is the a-weighted weak gradient of v and
write g = Gav if

∀Ψ ∈ C1
N(Ω;Rd) :

∫
Ω

g ·Ψdx = −
∫

Ω

v
(
Ψ ·∇a+ a div Ψ

)
dx, (4.2)
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where C1
N(Ω;Rd) :=

{
Ψ ∈ C1(Ω;Rd)

∣∣Ψ · n = 0 on ∂Ω
}

.

As in the classical definition of weak derivatives, we see that g is uniquely defined by the pair (a, v) ∈
W1,q(Ω)×Lq

∗
(Ω). Moreover, for v ∈ W1,q∗(Ω) we obviously have Gav = a∇v by applying Gauß’

divergence theorem and using Ψ · n = 0. However, function for which ∇v does not exist may have
a weighted gradient if a is canceling the singularity. For instance, on Ω = ]− 1, 1[ we may choose
v : x 7→ sign(x) and a(x) = |x|α for α > 0, then Gav exists and equals 0.

The next result shows that the notion of weighted gradients is stable under limit passages, which will
be crucial for constructing weak and very weak solutions.

Lemma 4.2 (A closedness result for weak weighted gradients) Let p, q ∈ ]1,∞[ and consider
aε ∈W1,q(Ω) and vε ∈ Lq

∗
(Ω) such that

aε ⇀ a0 in W1,q(Ω), vε → v0 in Lq
∗
(Ω), and gε = Gaεvε ⇀ g0 ∈ Lp(Ω).

Then, we have g0 = Ga0v0.

Proof. We simply consider the defining identity (4.2) for ε > 0 and observe that we can pass to the
limit ε→ 0+ in all three terms. On the right-hand side it is crucial to have strong convergence of vε.

Indeed, the notion of weak weighted gradients is implicitly defined in [GL∗03, Sec. 3] and also used in
[Nau13, Prop. A].

We are now ready to give our two notions of solutions, where in the second definition we have written
out the definition of weak weighted gradients explicitly to emphasize that the definition does not involve
derivatives of v and that the test function must be smoother. Moreover, as common in the PME we
use the pressure function

Π(w) :=

∫ w

0

κ(s)ds for s ≥ 0.

Definition 4.3 (Weak and very weak solutions) Given T ∈ ]0,∞] and initial conditions (v0, w0) ∈
L2(Ω)×L1

≥(Ω) we call a pair (v, w) ∈ L∞([0, T ]; L2(Ω))×L∞([0, T ]; L1
≥(Ω)) a weak solution of

system (1.1) if the following holds:

∇v, η(w)∇v, η(w)v∇v, ∇Π(w) ∈ L1(QT ;Rd), (4.3a)

−
∫

Ω

v0ϕ(0, ·)dx−
∫∫

QT

v∂tϕdxdt

= −
∫∫

QT

η(w)∇v · ∇ϕdxdt for all ϕ ∈ C1
c([0, T [×Ω), (4.3b)

−
∫

Ω

(1

2
(v0)2+w0

)
ξ(0, ·)dx−

∫∫
QT

(1

2
v2+w

)
∂tξdxdt

= −
∫∫

QT

(
∇
(
Π(w)

)
· ∇ξ + η(w)v∇v · ∇ξ

)
dxdt for all ξ ∈ C1

c([0, T [×Ω). (4.3c)

A pair (v, w) ∈ L∞([0, T ]; L2(Ω))×L∞([0, T ]; L1
≥(Ω)) is called very weak solution of system (1.1)
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if the following holds:

(v+v2)η(w) ∈ L1(QT ), (v+v2)∇(η(w)), ∇Π(w) ∈ L1(QT ;Rd), (4.4a)

−
∫

Ω

v0ϕ(0, ·)dx−
∫∫

QT

v∂tϕdxdt =

∫∫
QT

v
(
η(w)∆ϕ+∇(η(w)) · ∇ϕ

)
dxdt

for all ϕ ∈ C2
c([0, T [×Ω) with∇ϕ · n = 0, (4.4b)

−
∫

Ω

(1

2
(v0)2+w0

)
ξ(0, ·)dx−

∫∫
QT

(1

2
v2+w

)
∂tξdxdt

=

∫∫
QT

(
−∇(Π(w)) · ∇ξ +

v2

2

(
∇(η(w)) · ∇ξ + η(w)∆ξ

))
dxdt (4.4c)

for all ξ ∈ C2
c([0, T [×Ω) with∇ξ · n = 0.

We first observe that functions of the form (v(t, x), w(t, x)) = (v0(x), 0) with v0 ∈ L2(Ω) are very
weak solutions. Because of w ≡ 0 it is trivial to see that (4.4) is satisfied.

We remark that weak solutions are not necessarily very weak solutions, because the degeneracies do
not allow us to transfer the necessary integrabilities easily.

For both notions of solutions, we have conservation of momentum and energy. To see this, we simply
consider spatially constant test functions (t, x) = ϕ(t) and (t, x) = ξ(t). As the spatial gradients of
the test functions vanish, we obtain

V(v0)ϕ(0) =

∫ t

0

V(v(t))ϕ̇(t)dt and E(v0, w0)ξ(0) =

∫ t

0

E(v(t), w(t))ξ̇(t)dt.

By the lemma of Du Bois-Reymond we conclude V(v(t)) = V(v0) and E(v(t), w(t)) = E(v0, w0)
for a.a. t ∈ [0, T ].

Of course, weak or very weak solutions that are sufficiently regular are even strong solutions.

4.2 An explicit compactly supported solution

We consider the case Ω = R and η(w) = κ(w) = w and provide a nontrivial solution with com-
pact support that grows in time. The solution is obtained by combining two self-similar solutions as
discussed in Example 2.2 in a suitable way.

We choose real positive parameters B, x∗, and t∗ such that t∗ < x2
∗/(4B

2) and set
T := x2

∗/(4B
2)− t∗ > 0. For (t, x) ∈ [0, T ]×R we define the functions (v∗, w∗) via

v∗(t, x) =


x+x∗+2B

√
t+t∗√

2
√
t+t∗

for |x+x∗| ≤ 2B
√
t+t∗,

2
√

2B for |x| ≤ x∗ − 2B
√
t+t∗,

x∗+2B
√
t+t∗−x√

2
√
t+t∗

for |x−x∗| ≤ 2B
√
t+t∗,

0 otherwise.

w∗(t, x) =


B2 − (x+x∗)2

4(t+t∗)
for |x+x∗| ≤ 2B

√
t+t∗,

B2 − (x−x∗)2
4(t+t∗)

for |x−x∗| ≤ 2B
√
t+t∗,

0 otherwise.

(4.5)
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x

v∗(t, x)

w∗(t, x)

−x∗ x∗

Figure 4.1: Graph of the ex-
plicit solution (v∗, w∗) from
(4.5) having growing support
[−ξ(t), ξ(t)] where ξ(t) =
x∗ + 2B

√
t+t∗.

A direct calculation shows that (v∗, w∗) is a strong as well as a weak solution. Moreover, we have
e∗ := 1

2
(v∗)2 + w∗ =

√
2B v∗, which is consistent with the fact that η ≡ κ implies that e∗ and v∗

satisfy the same equation, namely ė∗ = (w∗e∗x)x and v̇∗ = (w∗v∗x)x.

A simple calculation using the piecewise linear structure of v∗(t, ·) and the piecewise parabolic struc-
ture of w∗(t, ·) gives the relations∫
R
v∗(t, x)dx =

√
32Bx∗,

∫
R

(v∗)2

2
dx = 8B2x∗−16

3
B3
√
t+t∗,

∫
R
w∗(t, x)dx = 16

3
B3
√
t+t∗ .

This confirms the conservation of the total momentum and the total energy.

We also note that the source term η(w∗)(v∗x)
2 reduces here to the simple expression w∗/(2t+2t∗),

which vanishes at the boundary of sppt(w∗(t, ·)). Hence, in this case the source term does not
contribute to the growth of the support.

4.3 Nonuniqueness of very weak solutions

We now consider the pair (v0, w0) that is obtained from (v∗, w∗) by keeping B and x∗ fixed but
taking the limit t∗ → 0+. Then, (v0, w0) has the initial values (v0

0, w
0
0) = (2

√
2B 1[−x∗,x∗], 0) ∈

L2(Ω)×L1
≥(Ω). Next we observe that ∇v = vx is piecewise constant with values ±1/

√
2t in the

intervals |x±x∗| ≤ 2B
√
t and 0 otherwise. Hence, we have ∇v ∈ Lp(QT ) for p ∈ [1, 3[. With

Π(w) = w2/2 we find ∇Π(w) = wwx ∈ Lq(QT ) for all q ∈ [1, 2[. Using (v0, w0) ∈ L∞(Qt) we
have the conditions (4.3a) and (4.4a). Moreover, inserting (v0, w0) into the weak form (4.3b)+(4.3c) of
the very weak form (4.4b)+(4.4c) we can use the explicit formula for (v0, w0) to undo the integrations
by parts and see that (v0, w0) is indeed a weak solution as well as a very weak solution.

However, there is the trivial second very weak solution, namely

(v(t, ·), w(t, ·)) = (v0
0, 0) = (2

√
2B 1[−x∗,x∗], 0).

Thus, we definitely have nonuniqueness in the class of very weak solutions.

Indeed, we have a two-parameter family of very weak solutions for the initial conditions (v0
0, 0) =

(2
√

2B 1[−x∗,x∗], 0). The point is that we may keep the solution constant in time for an arbitrary
t+ > 0 for x ≥ 0 and then start with a delayed version of (v0, w0). Moreover, we may choose t− > 0
for starting starting a delayed version of (v0, w0) for x ≤ 0. More precisely, we choose t+, t− ∈ [0, T ]
and set

(ṽ(t, x), w̃(t, x)) =


(v0

0(x), 0) for x ≥ 0 and t ∈ [0, t+],
(v0(t−t+, x), w0(t−t+, x)) for x ≥ 0 and t ∈ [t+, T ],

(v0
0(x), 0) for x ≤ 0 and t ∈ [0, t−],

(v0(t−t−, x), w0(t−t−, x)) for x ≤ 0 and t ∈ [t−, T ].

We emphasize that the different delays do not produce any nonsmoothness, because we have
(v0(t, 0), w0(t, 0)) = (2

√
2B, 0) for all t ∈ [0, T ]. A direct calculation shows that (ṽ, w̃) is a very

weak solution for all the choices of t+, t− ∈ [0, T ].
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4.4 Case η ≡ κ: families of solutions with growing support

In the case κ ≡ η we have the additional simple equation for e = 1
2
v2 + w, namely

ė = div
(
κ(w)∇e), κ(w)∇e · n = 0.

Thus, we obtain exactly the same equation as for v and may restrict to a solution class defined via the
relation e = Bv for some fixed constant B > 0. This leads to the relation w = e− 1

2
v2 = Bv−1

2
v2,

where we now have the restrictions v ∈ [0, 2B] and w ∈ [0, B2/2]. With this the pair (v, w) =
(v,Bv−1

2
v2) solves the coupled system (1.1) if and only if v solves the scalar equation

v̇ = div
(
κ̃B(v)∇v

)
, κ̃B(v)∇v · n = 0, where κ̃B(v) := κ

(
Bv−1

2
v2
)
. (4.6)

For this scalar equation the general existence theory for the PME (cf. [Váz07]) can be applied and a
huge set of solutions with compact and growing support for v are known to exist.

For example, we may choose η ≡ κ in the form

κ(w) = η(w) =

{
B −

√
B2−2w for w ∈ [0, 3B2/8],

2w/B −B/4 for w ≥ 3B3/8.
(4.7)

Then, for v ∈ [0, B/2] we have κ̃B(v) = κ
(
Bv−v2/2

)
= v and arrive at the classical PME v̇ =

div(v∇v) = ∆(v2/2), which has explicit similarity solutions satisfying v ∈ [0, B/2] for sufficiently
large t, see (1.4).

5 General a priori estimates

To provide a first existence theory for the coupled system (1.1), we restrict now to the case that Ω ⊂
Rd is a smooth and bounded domain. This will simplify certain compactness arguments. Moreover,
throughout this section we will assume that the solutions (v, w) are classical solutions.

To derive general a priori estimate we consider a smooth function (v, w) 7→ ϕ(v, w) and find for
solutions (v, w) of (1.1) the relation

∂tϕ(v, w) = div
(
η(w)ϕv(v, w)∇v + κ(w)ϕw(v, w)∇w)

)
+Rϕ(v, w,∇v,∇w), (5.1a)

where the remainder R is given explicitly via

Rϕ(v, w,∇v,∇w) = η(w) (ϕw(v, w)−ϕvv(v, w))
∣∣∇v∣∣2 (5.1b)

− (η(w)+κ(w))ϕvw(v, w)∇v·∇w − κ(w)ϕww(v, w)
∣∣∇w∣∣2.

Integrating (5.1a) and using the boundary condition we find along solutions

d

dt

∫
Ω

ϕ(v, w)dx =

∫
Ω

Rϕ(v, w,∇v,∇w)dx. (5.2)

5.1 Estimates for the Lp norms

Clearly, choosing ϕ(v, w) = v or ϕ(v, w) = 1
2
v2 + w gives Rϕ ≡ 0, which is the conservation of

momentum V and energy E as discussed in Section 2.1.
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Moreover, choosing ϕ(v, w) = φ(v) we obtain

d

dt

∫
Ω

φ(v(t, x))dx = −
∫

Ω

φ′′(v)η(w)
∣∣∇v∣∣2 dx

Hence, for all convex functions φ we obtain that
∫

Ω
φ(v(t, x)) dx is nondecreasing in t. This implies

the decay of all Lp norms, namely

∀ p ∈ [1,∞] ∀ t ≥ 0 : ‖v(t, ·)‖Lp(Ω) ≤ ‖v(0, ·)‖Lp(Ω). (5.3)

For the w ≥ 0 we obviously have an a priori bound in L1(Ω) via∫
Ω

w(t)dx ≤ E(v(t), w(t)) = E(v0, w0).

However, because of the L1-right-hand side η(w)|∇v|2 it is difficult to derive a priori bounds for high
Lp norms.

The class ϕ(v, w) = Φ(w) is also important and leads to the relation

d

dt

∫
Ω

Φ(w(t))dx =

∫
Ω

{
η(w)Φ′(w)|∇v|2 − κ(w)Φ′′(w)|∇w|2

}
dx. (5.4)

Thus, we have growth of the integral functional if Φ′ ≥ 0 and Φ′′ ≤ 0, e.g. for Φ(k) = −kα with
α ∈ [0, 1]. Such functionals include the physically relevant entropies discussed in Section 2.4.

Remark 5.1 (Lp norms for η ≡ κ) For the case η ≡ κ we are in a special situation, where we can
use ϕ(u, k) = φ

(
1
2
u2+k) to obtain

d

dt

∫
Ω

φ
(1

2
u2+k

)
dx = −

∫
Ω

η(k)φ′′
(1

2
u2+k

) ∣∣u∇u+∇k
∣∣2 dx. (5.5)

Thus, we have decay for all convex φ, whereas concave φ leads to growth. This estimate is also easily
derived from the simple equation ė = div

(
η(w)∇e

)
, which holds for η ≡ κ. Together with (5.3) we

find

∀ p ∈ [1,∞] ∀ t ≥ 0 : ‖w(t)‖Lp(Ω) ≤ ‖e(t)‖Lp(Ω) (5.6)

≤ ‖e0‖Lp(Ω) ≤ ‖w0‖Lp(Ω) +
1

2
‖v0‖2

L2p(Ω).

To see that Lp bounds forw can also be derived for cases without η ≡ κ we consider now the situation
κ(w) = κ0η(w). For this case we can write Rϕ as a multiple of η(w) in the form

Rϕ(v, w,∇v,∇w) = −η(w)

(
∇v
∇w

)
· Aκ0

ϕ

(
∇v
∇w

)
with Aκ0

ϕ =

(
ϕvv − ϕw 1+κ0

2
ϕvw

1+κ0
2
ϕvw κ0ϕww

)
.

Thus, it suffices to show that Aκ0
ϕ (v, w) is positive semidefinite for all arguments to obtain decay

estimates for
∫

Ω
ϕ(v, w)dx.

Lemma 5.2 (Higher norms in Spec. II) For all integers m ∈ N and all κ0 > 0 there exists co-
efficients aj ≥ 0 for j = 1, ...,m such that ϕm(v, w) = wm +

∑m
j=1 ajw

m−jv2j satisfies
Aκ0
ϕm(v, w) ≥ 0 for all (v, w) ∈ R×[0,∞[.
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Proof. The case m = 1 is solved by ϕ1(v, w) = w + 1
2
v2 independently of κ0. For case m = 2 a

direct calculation for ϕ(v, w) = w2 + a1wv
2 + a2v

4 yields

Aκ0
ϕ2

=

(
(12a2−a1)v2 + (2a1−2)w (1+κ0)a1v

(1+κ0)a1v 2κ0

)
,

which is positive semi-definite for all (v, w) if and only if a1 ≥ 1 and 2κ0(12a2−a1) ≥ (1+κ0)2a2
1.

Clearly, it suffices to choose a1 = 1 and then a2 ≥ 1/12+(1+κ0)2/(24κ0) to fulfill all requirements
in the case m = 2.

For general m ≥ 3 we set e = w + 1
2
v2 and define φmj (v, w) := em−jv2j ,

ϕm(v, w) =
m∑
j=0

bjφ
m
j (v, w), Vκ0 :=

(
v2 1+κ0

2
v

1+κ0
2
v κ0

)
, E :=

(
1 0
0 0

)
.

With κ∗ = (1−κ0)2/(4κ0) we obtain Vκ0 ≥ −κ∗v2E in the sense of positive definite matrices.
Since Aκ0

φ depends linearly, we first calculate the individual terms for φmj :

Aκ0
φmj

= (m−j)(m−j−1)em−j−2v2jVκ0 +
(
(m−j)4jem−j−1v2j + 2j(2j−1)em−jv2j−2

)
E

≥ −κ∗(m−j)(m−j−1)em−j−2v2j+2E + j(4m−2j−1)em−j−1v2jE,

where we used e ≥ 1
2
v2 for the last term in the upper line. Summing the estimates over j and using

bj ≥ 0 we obtain the estimate Aκ0
ϕm ≥ b∗(v, e)E with

b∗(v, e) =
m∑
j=0

bj

(
j(4m−2j−1)em−j−1v2j −−κ∗(m−j)(m−j−1)em−j−2v2j+2

)
=

m∑
i=1

(
i(4m−2i−1)bi − κ∗(m−i+1)(m−i)bi−1

)
em−i−1v2i.

Clearly, Aκ0
ϕm(v, w) ≥ 0 for all (v, w), if b∗(v, e) ≥ 0 for all (v, e), and this is easily reach by

starting with b0 = 1 and then choosing iteratively bi via i(4m−2i−1)bi = κ∗(m−i+1)(m−i)bi−1

for i = 1, . . . ,m.

The following result follows easily by applying the previous lemma with (5.2) and the fact that ϕm can
be estimated from above and below by v2m + wm.

Proposition 5.3 (Lp bounds for (v, w)) For the case κ ≡ κ0η and p = m ∈ N, there exists a
constant C(κ0, p) such that all smooth solutions (v, w) of (1.1) satisfy∥∥v(t)

∥∥2

L2p(Ω)
+
∥∥w(t)

∥∥
Lp(Ω)

≤ C(κ0, p)
(∥∥v0

∥∥2

L2p(Ω)
+
∥∥w0

∥∥
Lp(Ω)

)
for all t ∈ [0, T ].

5.2 Estimates based on comparison principles

As our system is given in terms of two scalar diffusion equations, we can apply comparison princples
when taking care of the interaction between the two equations.

(C1) We first observe that w0(x) ≥ 0 immediately implies w(t, x) ≥ 0 for all t ≥ 0 and x ∈ Ω. Of
course this similarly holds for v, but we do not need a sign condition for u.
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(C2) Moreover, if (v, w) is a smooth solution of our system and w solves the scalar PME

ẇ = div
(
κ(w)∇w

)
, w(0, ·) = w0,

then we have w(t, x) ≥ w(t, x) for all t ≥ 0 and x ∈ Ω, see [Váz07] for a proof. In particular, if
w0 ≥ c > 0 then w(t, x) ≥ c for all (t, x).

(C3) If v∗ ≤ v0(x) ≤ v∗ for all x ∈ Ω, then v(t, x) ∈ [v∗, v
∗] for all t ≥ 0 and x ∈ Ω.

The next result is more advanced and truly uses the interaction of the two equations. However, it is
restricted to the case κ ≡ η. Under this assumption, equation (5.1) gives

∂tϕ = div(η∇ϕ)− ηR̂ with R̂ = (ϕvv−ϕw)|∇v|2 + 2ϕvw∇v·∇w + ϕww|∇w|2.

We are interested in the case R̂ ≥ 0, for which initial conditions with ϕ(v0, w0) ≤ 0 immediately
implies ϕ(v, w) ≤ 0 for all t ∈ [0, T ] and x ∈ Ω.

Proposition 5.4 (Comparison for η ≡ κ) Consider a, b, c ∈ R with c ≤ 2b. If (v, w) is a classical
solution of our coupled system (1.1), then we have

av0 + b(v0)2 + cw0 ≤ 0 on Ω =⇒ av + bv2 + cw ≤ 0 on [0, T ]×Ω.

In particular, |v0| ≤M∗w
0 on Ω implies |v(t, x)| ≤M∗w(t, x) for (t, x) ∈ [0, T ]×Ω.

Proof. We simply observe that the function ϕ(v, w) = av+bv2 +cw gives R̂(v, w) = (2b−c)|∇v|2
which is non-negative because of c ≤ 2b. Then, the maximum principle applied to
ζ(t, x) = ϕ(v(t, x), w(t, x)) shows that ζ0 ≤ 0 implies ζ(t, x) ≤ 0, which is the desired result.

The last assertion follows by choosing (a, b, c) = (1, 0,−M∗) for finding v ≤M∗w and by choosing
(a, b, c) = (−1, 0,−M∗) for finding −v ≤M∗w.

5.3 Dissipation estimates

Here we provide space-time estimates for various quantities, which will allow us to derive suitable
compactness for approximating sequences.

We start with the estimate obtained in Section 5.1 for the choice ϕ(v, w) = 1
p
|v|p with p > 1.

Integration in time gives the estimate∫∫
QT

η(w)(p−1)|v|p−2
∣∣∇v∣∣2 dx ≤

∫
Ω

1

p
|v0|pdx. (5.7)

The special case p = 2 shows that it is sufficient to use the initial energy, namely∫∫
QT

η(w)
∣∣∇v∣∣2 dx ≤

∫
Ω

1

2
|v0|pdx ≤ E(v0, w0). (5.8)

This estimate shows that the right-hand side in the w-equation in (1.1) is always in L1(QT ), but it will
be difficult to obtain higher integrability.

DOI 10.20347/WIAS.PREPRINT.2937 Berlin 2022



A. Mielke 26

Choosing ϕ(v, w) = Φ(w) leads to the dissipation relation∫∫
QT

(
κ(w)Φ′′(w)|∇w|2 − η(w)Φ′(w)|∇v|2

)
dxdt =

∫
Ω

{
Φ(w0)−Φ(w(T ))

}
dx, (5.9)

which is obtained by integrating (5.4). Here we additionally have to impose w(t, x) > 0 in the case
that Φ′′(w)→∞ for w → 0+.

The last relation can be used in to two different ways to obtain a bound (i) on∇w and (ii) on∇v.

(i) Estimates for∇w: we observe that we may use (5.8) if Φ satisfies

0 = Φ(0) ≤ Φ(w) ≤ CΦw, 0 ≤ Φ′(w) ≤ CΦ, Φ′′(k) ≥ 0 (5.10)

for some CΦ > 0. Then, we find∫∫
QT

κ(w)Φ′′(w)|∇w|2 dxdt ≤ CΦ

∫∫
QT

η(w)|∇v|2 dxdt+ CΦ

∫
Ω

w0 dx ≤ 2CΦE(v0, w0).

In particular, one may want to make Φ′′(w) big for w ≈ 0 such that κ(w)Φ′′(w) is large there. Of
course, we need integrability of Φ′′ on ]0,∞[ to allow for 0 ≤ Φ′(w) ≤ C∗. Hence, generalizing
[BoG89, BGO97, MiN20] we will use the family

Φ(w) =
1

wδ(1+w)
for w > 0, where δ ∈ ]0, 1[. (5.11)

The case 0 < δ � 1 provides good results for large w, while 0 < 1−δ � 1 produces good results
for small w: Thus, for all δ ∈ ]0, 1[ there exists C(δ) > 0 such that for all classical solutions (v, w)
with w(t, x) > 0 on [0, T ]×Ω we obtain the estimate

∀ δ ∈ ]0, 1[ ∃Cδ > 0 :

∫∫
QT

κ(w)

wδ(1+w)

∣∣∇w∣∣2 dxdt ≤ Cδ E(v0, w0). (5.12)

Alternatively, we may also consider a function ϕ(v, w) = Ψ(w) such that

0 ≥ Ψ(w) ≥ −CΨ(1+w), Ψ′(w) ≤ 0, Ψ′′(w) > 0 for all w > 0, (5.13)

where Ψ(w) = −wγ with γ ∈ ]0, 1[ is a typical candidate. We can then drop the term
−η(w)Ψ′(w)|∇v|2 ≥ 0 and take advantage of the fact that Ψ′′(w) can be much bigger than Φ′(w)
for Φ satisfying (5.10). The estimates for Ψ and the identity (5.9) show that that positive classical
solutions satisfy∫∫

QT

(
Ψ′′(w)κ(w)

∣∣∇w∣∣2 −Ψ′(w)η(w)
∣∣∇v∣∣2)dxdt =

∫
Ω

{
Ψ(w0)−Ψ(w(T ))

}
dx

≤
∫

Ω

CΨ(1 + w(T ))dx ≤ CΨ

(
|Ω|+ E(v0, w0)

)
, (5.14)

where we used that Ω ⊂ Rd has a finite Lebesgue volume.

(ii) Estimates for ∇v: The best estimate for ∇v can be obtained if the function w 7→ 1/η(w) is
integrable near w = 0, which is certainly the case for η(w) = wα with α ∈ ]0, 1[. In this case, we
define the negative function Ψη via

Ψη(w) := −
∫ w

0

1

η(κ)
dκ.
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The choice leads to the relation Ψ′η(w) = −1/η(w) and Ψ′′η(w) = η′(w)/η(w)2 ≥ 0, such that the
conditions (5.13) hold and (5.14) leads to the special case∫∫

QT

(∣∣∇v∣∣2 +
η′(w)κ(w)

η(w)2

∣∣∇w∣∣2)dxdt ≤ CΨη

(
|Ω|+ E(v0, w0)

)
, (5.15)

see [Nau13, Eqn. (4.6)] for an earlier occurrence for the case α = 1/2.

Another way of estimating ∇u can be derived from (5.8) if we additionally have a pointwise estimate
of the form |v(t, x)| ≤ M∗w(t, x), which was derived in Proposition 5.4 for the special case κ ≡ η.
Using the monotonicity η′(w) ≥ 0 we have η(|v|/M∗) ≤ η(w) and conclude∫∫

QT

η
( 1

M∗
|v|
)
|∇v|2 dxdt ≤ E(v0, w0). (5.16)

We summarize the dissipation estimate by restricting to the homogeneous case η(w) = η0w
α and

κ(w) = κ0w
β . More general cases can easily be deduced in the same fashion. We explicitly show

the dependence on |Ω| such that unbounded domains like Ω = Rd can be treated as well in cases
where no dependence on |Ω| is indicated.

Proposition 5.5 (Dissipation estimates) Consider the case η(w) = η0w
α and κ(w) = κ0w

β with
α, β, η0, κ0 > 0 and bounded Ω ⊂ Rd. Then for all δ ∈ ]0, 1[ there exists a constant C∗ > 0 such
that smooth solutions (v, w) of (1.1) with w(t, x) ≥ w > 0 satisfy

β > 0 :

∫∫
QT

1

1+w

∣∣∣∇(w1+(β−δ)/2)∣∣∣2 dxdt ≤ C∗E(v0, w0), (5.17a)

β > 0 :

∫∫
QT

∣∣∣∇(w(β+δ)/2
)∣∣∣2 dxdt ≤ C∗

(
|Ω|+ E(v0, w0)

)
, (5.17b)

α ∈ ]0, 1[ :

∫∫
QT

∣∣∇v∣∣2 dxdt ≤ C∗
(
|Ω|+ E(v0, w0)

)
. (5.17c)

If we additionally have κ ≡ η (i.e. α = β and κ0 = η0) and |v0(x)| ≤ M∗w
0(x), then for C∗ now

depending on δ and M∗ only, we further have

α = β :

∫∫
QT

∣∣∣∇(v1+α/2
)∣∣∣2 dxdt ≤ C∗E(v0, w0), (5.17d)

α = β ≥ 1−δ :

∫∫
QT

∣∣∣∇(v(1+α+δ)/2
)∣∣∣2 dxdt ≤ C∗

(
|Ω|+ E(v0, w0)

)
. (5.17e)

Throughout, the constant C∗ is independent of the lower bound w.

Proof. The results are obtained by applying the above estimate for suitable functions Φ and Ψ.
Throughout use wγ|∇w|2 = cγ

∣∣∇(w1+γ/2)
∣∣2 for the smooth solutions.

Estimate (5.17a) follows directly from (5.12).

For (5.17b) we exploit (5.14) with Ψ(w) = −wδ.
Estimate (5.17c) is a consequence of (5.15), because 1/wα is integrable for α < 1.

For (5.17d) we simply use (5.16).
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Finally, (5.17e) follows by combining (5.14) with Ψ(w) = −wδ, the estimate |v| ≤M∗w from Propo-
sition 5.4, and the monotonicity of w 7→ |Ψ′(w)|η(w) = cwα−1+δ.

Based on the conjectures concerning the typical front behavior, which were discussed in Section 3.3,
we see that ∇v ∈ L2(QT ) can be expected only in the case α < 1, i.e. the restriction α ∈ ]0, 1[ in
(5.17c) seems to be sharp. Similarly, Section 3.3 show that∇wγ ∈ L2(QT ) implies γ > β/2, which
corresponds to the restriction δ > 0 in (5.17b).

Remark 5.6 (
∫

Ω
logw0 dx finite) In their treatment of Kolmogorov’s two-equation model in [BuM19]

the authors consider the the situation corresponding to η(w) = η0w and κ(w) = κ0w, i.e. α = β =
1. Moreover, they assume that w0 is positive almost everywhere such that L0 := −

∫
Ω

logw0 dx <
∞. Choosing the convex functional Ψ(w) = − logw the dissipation relation (5.9) leads to∫∫

QT

(κ0

w
|∇w|2 + η0|∇v|2

)
dxdt =

∫
Ω

(
logw(T )− logw0

)
dx

≤
∫

Ω

w(T )dx+ L0 ≤ E(v0, w0) + L0.

Of course, the assumption L0 < ∞ does not allow to study solutions with nontrivial support, i.e. it
implies sppt(w(t)) = Ω for all t ≥ 0.

6 Existence of solutions

Through this section we use the following standard assumptions:

Ω ⊂ Rd is bounded with C2 boundary, (6.1a)

∃α, β, η0, κ0 > 0 ∀w ≥ 0 : η(w) = η0w
α and κ(w) = κ0w

β. (6.1b)

6.1 Three prototypical existence results

For given initial conditions (v0, w0) ∈ L2(Ω)×L1
≥(Ω) we choose a sequence of smooth initial data

(v0
ε , w

0
ε) ∈ C∞(Ω)2 such that

w0
ε(x) ≥ ε > 0 on Ω, (6.2a)

(v0
ε , w

0
ε)→ (v0, w0) ∈ L2(Ω)×L1(Ω), (6.2b)

v0 ∈ Lp0(Ω) and v0
ε → v0 in Lp0(Ω). (6.2c)

Condition (6.2b) implies the convergence of the conservation laws V(v0
ε)→ V(v0) and E(v0

ε , w
0
ε)→

E(v0, w0). Condition (6.2c) with p0 ∈ [1, 2] follows from (6.2b), hence, it will only be an extra condition
for p0 > 2.

With this we have a classical parabolic system with positive viscosity such that local existence of so-
lutions (vε, wε) is classical, see e.g. [Ama89, Wie92] or [Lun95, Cha. 8]. Of course all these solutions
satisfy our a priori bounds, in particular, we have wε(t, x) ≥ ε as long as the solution exists, cf. Sec-
tion 5.2 (C2). This implies that the solution stays as smooth. Moreover, the structure of the equation
for v implies the global L∞ bound ‖vε(t)‖L∞(Ω) ≤ ‖v0

ε‖L∞(Ω), see (5.3). Finally, the energy conser-
vation E(vε(t), wε(t)) = E(v0

ε , w
0
ε) which also implies

∫∫
QT
η(wε)|∇vε|2 dxdt ≤ E(v0

ε , w
0
ε). Thus,

blow-up is not possible and the classical solutions exist for all time.
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The aim is now to show that the solutions (vε, wε), or better a suitable subsequence thereof, converge
to a limit (v, w) that is a weak or very weak solution of our coupled system. The problem here is that
the limit w may have a nontrivial support strictly contained in Ω. As a consequence, an integral bound∫∫

QT

(
wγε |∇wαε |2 + wδε|∇vε|2

)
dxdt ≤ C∗ (6.3)

does not necessarily imply spatial compactness for vε. Thus, we will provide two different existence
results, in the case η(w) = η0w

α with α < 1 one may obtain the exponent δ = 0 and a bound for
∇vε in L2(QT ) follows. In the case, α ≥ 1, we can only treat the case η ≡ κ under the additional
assumption |v0(x)| ≤M∗w

0(x), which allows us to obtain a bound on∇(vε)
1+δ/2 in L2(QT ).

Another way of obtaining weak solutions with a positive lower bound ε > 0 would be to adapt the
methods in [Nau13, BuM19, MiN20] to the present case. Our approach is different is similar to the one
taken in [BeK90, DaG99]; however, our goal is more restrictive. There, for the solutions (ρ, θ) of the
plasma model (1.6) one only asks for ρδ/2∇θ ∈ L2(P) where P :=

{
(t, x) ∈ [0, T ]×Ω

∣∣ ρ(t, x) >
0
}

.

Throughout the rest of this section we use the following short-hand notations:

(a) uε
bdd
∈ X ⇐⇒ ∃C > 0 ∀ ε ∈ ]0, 1[ : uε ∈ X and ‖uε‖X ≤ C,

(b) LpLq := Lp
(
[0, T ]; Lq(Ω)

)
and similarly LqH1 or LpWs,q.

We will use the following standard interpolation in LsLp (cf. [MiN20, Lem. 4.2]):

∀ θ ∈ [0, 1], s, s1, s2, p, p1, p2 ∈ [1,∞] with 1
s

= 1−θ
s1

+ θ
s2

and 1
p

= 1−θ
p1

+ θ
p2

∃C > 0 ∀u ∈ Ls1Lp1 ∩ Ls2Lp2 : ‖u‖LsLp ≤ C‖u‖1−θ
Ls1Lp1‖u‖

θ
Ls2Lp2 .

(6.4)

Moreover, we define 2∗d as the optimal exponent in the embedding H1(Ω) ⊂ L2∗d(Ω), i.e. 2∗d =
2d/(d−2) for d ≥ 3, 2∗1 =∞, and 2∗2 <∞.

We are now ready to state three different existence results. The first result provides weak solutions
and relies on the restriction (6.5) concerning the exponents α and β as well as the integrability power
p0 for v0. We do not expect that condition (6.5) is sharp.

Theorem 6.1 (Existence of weak solutions for α < 1) Assume that (6.1) holds with α ∈ ]0, 1[.
Moreover, consider p0 ≥ 2 such that

α

β + 2− 2/2∗d
+

1

p0 + 2− 2p0/2∗d
<

1

2
. (6.5)

Then, for all initial data (v0, w0) ∈ Lp0(Ω)×L1
≥(Ω) there exists a weak solution (v, w) in the sense

of Definition 4.3. Moreover, this solution satisfies

∇v ∈ L2(QT ) and w ∈ Lβ+2−2/2∗d(QT ).

Condition (6.5) is somehow restrictive and shows that small α and large β are desirable. Even assum-
ing v0 ∈ C(Ω) ⊂ L∞(Ω), i.e. p0 =∞, we still have to satisfy

2α < β + 2−max{0, 1−2/d}.
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Because of α ∈ ]0, 1[ this is always satisfied for d ≤ 2, but may provide a nontrivial lower bound for
d ≥ 3 and α > 1/2. However, the important case α = β ∈ ]0, 1[ is always possible, even for finite
p0 ∈ [2,∞[.

For example, assuming α = β = 1/2 (as in Kolmogorov’s one-equation or Prandtl’s model discussed
in Section 8.1) we obtain, after some computation, the restriction

p0 ≥ 2 and p0 >
2d2

d+4
.

For the next result we stay in the case α ∈ ]0, 1[ and show that very weak solutions can be obtained
in a previously inaccessible regime. However, the usage of the weighted gradients as introduced in
Definition 4.1 forces us to control ∇wαε in L1(QT ) whereas the equation provides control on ∇wβ/2ε

only. Thus, the restriction β < 2α will be needed.

Theorem 6.2 (Existence of very weak solutions for α < 1) Assume that (6.1) holds with 0 < β <
2α < 2. Moreover, consider p0 ≥ 2 such that

2α + 1− 2/2∗d
2(β+2−2/2∗d)

+
1

p0 + 2− 2p0/2∗d
< 1. (6.6)

Then, for all initial data (v0, w0) ∈ Lp0(Ω)×L1
≥(Ω) there exists a very weak solution (v, w) in the

sense of Definition 4.3. Moreover, this solution satisfies

∇v ∈ L2(QT ) and w ∈ Lβ+2−2/2∗d(QT ).

We emphasize that condition (6.6) is weaker than (6.5). Indeed, consider the case p0 = ∞ for
simplicity, then (6.6) is equivalent to 2α < 2β + 3 − 2/2∗d, which is automatically satisfied for
0 ≤ β < 2α < 2, because of 2α ≤ α + 1 < 2β + 1 < 2β + 3− 2/2∗d.

However, for p0 = ∞ (6.5) reduces to 2α < β + 2 − 2/2∗d which is violated for d ≥ 3 and suitable
α and β, e.g. for (d, α, β) = (4, 7/8, 1/8) we have

0 < β = 1/8 < 2α = 7/4 < 2, and 2α = 7/4 6< 13/8 = 2+1/8−1/2 = 2+β−2/2∗d.

Thus, there are cases where Theorem 6.2 can be applied but Theorem 6.1 cannot.

Finally we treat the case η ≡ κ which is special in two ways: first the energy density e = 1
2
v2 + w

satisfies the simple equation ė = div
(
η(w)∇e

)
, and second we can pointwise bound v by w, see

Proposition 5.4. The case κ ≡ η = wα is very special, but it is presently the only case where α ≥ 1
can be handled.

Theorem 6.3 (Existence of very weak solutions for η ≡ κ) Assume that (6.1) holds with η(w) =
κ(w) = wα with α > 0. Moreover, consider p0 ≥ 2 such that

p0

(
1− 2

2∗d

)
>
√

8 + 4α + α2/4 − α

2
. (6.7)

Then, for all M∗ > 0 and all initial data (v0, w0) ∈ Lp0(Ω)×L
p0/2
≥ (Ω) satisfying

|v0(x)| ≤M∗w
0(x) for a.a. x ∈ Ω (6.8)

there exists a very weak solution (v, w) in the sense of Definition 4.3. Moreover, this solution satisfies

|v(t, x)| ≤M∗w(t, x) for a.a. (t, x) ∈ QT .
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The right-hand side in (6.7) is strictly increasing with range ]2, 4[. Hence, the assumption p0 ≥
max{4, 2d} is sufficient for all α > 0.

The proofs of these three results are the contents of the following three subsections.

6.2 Limit passage to weak solutions in the case α < 1

Here we provide the proof of existence of weak solutions first, and then show what has to be changed
for obtaining very weak solutions.

Proof of Theorem 6.1. We proceed in three steps: 1. a priori estimates, 2. compactness, and 3.
identification of nonlinear limits.

Step 1: A priori estimates.
Because of E(vε(t), wε(t)) = E0 and (5.17c) we obviously have vε

bdd
∈ L2H1.

For wε we use (5.17b) to obtain ∇w(β+δ)/2
ε

bdd
∈ L2L2 for all δ ∈ ]0, 1[. Since energy conservation

implies wε
bdd
∈ L∞L1, we conclude w(β+δ)/2

ε
bdd
∈ L2H1. For bounded Lipschitz domains Ω ⊂ Rd

we have the embedding H1(Ω) ⊂ L2∗d(Ω) with 2∗1 = ∞, 2∗2 < ∞, and 2∗d = 2d/(d−2) for

d ≥ 3. We obtain w(β+δ)/2
ε

bdd
∈ L2L2∗d , or equivalently wε

bdd
∈ Lβ+δLq for q = (β+δ)2∗d/2. Using the

interpolation (6.4) with wε
bdd
∈ L∞L1 gives

wε
bdd
∈ Lp(QT ) = LpLp with p = p(δ) := β + δ + 1− 2/2∗d. (6.9)

For controlling the gradient of Π(w) = 1
β+1

wβ+1 in L1+η(QT ) = L1+ηL1+η for some η > 0 we use
the simple identity

∇(Π(w)) = wβ∇w =
1

γ2

wγ1∇
(
wγ2
)

for γ1 + γ2 = β + 1.

Choosing γ2 = (β+δ)/2 and using∇w(β+δ)/2
ε

bdd
∈ L2L2 we find∇Π(wε)

bdd
∈ L1+η(QT ) if we have

wγ1ε
bdd
∈ LqLq or wε

bdd
∈ Lγ1qLγ1q with 1/2 + 1/q < 1. Hence, it suffices to show p(δ) > 2γ1(δ) =:

β + 2 − δ, which holds for for some δ ∈ ]0, 1[ because of the continuity of δ 7→ (γ2(δ), p(δ)) on
[0, 1] and p(1) = β + 2− 2/2∗d > 2γ2(1) = β + 1. In summary, we have established

∃ η > 0 : ∇
(
Π(wε)

) bdd
∈ L1+η(QT ). (6.10)

Clearly, the classical dissipation estimate (5.8) for the v-equation gives

Uε := η(wε)
1/2∇vε = wα/2ε ∇vε

bdd
∈ L2(QT ) (6.11)

Similarly, using wα/2ε
bdd
∈ L∞L2/α ⊂ L2/α(QT ) and η(wε)∇vε = w

α/2
ε w

α/2
ε ∇vε yields

η(wε)∇vε = wαε∇vε
bdd
∈ L2/(1+α)(QT ). (6.12)

Step 2: Compactness.
As usual we apply an Aubin-Lions-Simon theorem, see [Sim87, Cor. 4] , [Lio69, Thm. 5.1], [Rou13,
Lem. 7.7] and for nonlinear versions see [Mou16, Thm. 1].
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For this we first create spatial compactness, which is trivial for vε because of vε
bdd
∈ L2H1 with H1 =

H1(Ω) compactly embedded into L2(Ω).

For wε we have the difficulty that we only control the derivative of power of w in (6.10), namely
w1+β
ε

bdd
∈ L1+ηW1,1+η. However, employing the fact that the Nemitskii operator u 7→ uθ maps

Ws,p(Ω) into Wθs,p/θ(Ω) for all s ∈ ]0, 1[ and p ∈ ]1,∞[, see Proposition 6.4. This leads to

wε
bdd
∈ L(1+η)(1+β)Wσ,(1+η)(1+β) for all σ ∈

[
0, 1

1+β

[
.

Clearly, Wσ,(1+η)(1+β)(Ω) is still compactly embedded into L1+η(Ω).

To derive temporal compactness we use the PDEs for v̇ε and ẇε, see (1.1). From (1.1a) and (6.12) we
obtain

v̇ε ∈ L2/(1+α)W
−1,2/(1+α)
0 = L2/(1+α)

(
W1,2/(1−α)(Ω)

)∗
. (6.13)

Starting from∇Π(wε)
bdd
∈ L1+η(QT ) and η(wε)|∇vε|2

bdd
∈ L1(QT ) the PDE (1.1b) for wε gives

ẇε ∈ L1+ηW−1,1+η
0 + L1L1 ⊂ L1

(
W1,1+1/η(Ω)

)∗
. (6.14)

Now applying Banach’s selection principle for weak convergence and Aubin-Lions-Simon theorem
strong convergence we obtain a limit pair (v, w) with

v ∈ Cw([0, T ]; L2(Ω)) ∩ L2H1 and w ∈ L∞L1 ∩ L(1+η)(1+β)Wσ,(1+η)(1+β)

and, along a suitable subsequence, the convergences

(vε(x), wε(x))→ (v(x), w(x)) a.e. in Ω; (6.15a)

(vε, wε)→ (v, w) in L2(QT )×L1+η(QT ); (6.15b)

vε ⇀ v in L2H1, (6.15c)

wε ⇀ w in L1+βW1/(2+β),1+β. (6.15d)

Step 3: Identification of nonlinear limits.
It remains to pass to the limit in the nonlinear terms of the weak formulation, namely in

(i) η(wε)∇vε, (ii)∇Π(wε), (iii) η(wε)vε∇vε.

In the trivial nonlinear term
∫∫

QT
v2
ε∂tξ dxdt in the left-hand side of (4.3c) , the limit passage follows

easily from the strong convergence of vε in L2(QT ).

Concerning the term (i) we recall the decomposition

wαε∇vε = wα/2ε Uε with Uε = wα/2ε ∇vε.

By (6.15b) we have wα/2ε → wα/2 in L2/α. One the one hand, we have Uε ⇀ U in L2(QT ) because

of (6.11). On the other hand, the strong convergence of wα/2ε and ∇vε ⇀ ∇v in L2(QT ) implies
Uε ⇀ wα/2∇v in L2/(1+α)(QT ). Thus, U = wα/2∇v and, with the same argument we find

wαε∇vε = wα/2ε Uε ⇀ wα/2U = wα∇v in L2/(1+α). (6.16)

For term (ii) we use Π(w) = 1
1+β

w1+β and the a priori estimates from Step 2, such that along a
further subsequence (not relabeled) we have, for all q ∈ [1, 1+β2∗d/2[,

wε ⇀ w in Lq(QT ), w1+β
ε ⇀ g in L1+η(QT ), ∇w1+β

ε ⇀ G in L1+η(QT ).
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Together with the strong convergence (6.15b) we obtain wε → w in Lq(QT ) for the same q such that
w1+β
ε → w1+β in L1(QT ), which implies g = w1+β as desired, and G = ∇g = ∇Π(w) follows.

For the term (iii) we may need the extra condition v0 ∈ Lp0(Ω), which implies vε
bdd
∈ L∞Lp0 . Interpo-

lation with vε
bdd
∈ L2H1 ⊂ L2L2∗d via (6.4) we obtain

vε
bdd
∈ Lq0(QT ) with q0 := p0 + 2− 2p0/2

∗
d, and vε → v in Lq(QT ) for q ∈ [1, q0[,

where the second statement uses (6.15b). Similarly, (6.9) and (6.15b) yield

wαε → wα in Lp/α(QT ) for p ∈ [1, β+2−2/2∗d[.

Combining these two strong convergences and exploiting the condition (6.5), we conclude η(wε)vε →
η(w)v in L2(QT ). Together with the weak convergence∇vε → ∇v (cf. (6.15c)) we obtain the desired
weak convergence for term (iii), i.e. η(wε)vε∇vε → η(w)v∇v in L1(QT ). Thus, the limit passage
for all terms on the weak formulation (4.3), which shows that (v, w) is indeed a weak solution.

This finishes the proof of Theorem 6.1.

6.3 Limit passage to very weak solutions for α < 1

Proof of Theorem 6.2. We follow the same three steps as in the proof of Theorem 6.1. Step 1 and
Step 2 are in fact identical, and in Step 3 we have to exploit the idea of weighted gradients for η(w)∇v,
which means that we have to prove weak convergence in L1(QT ) for the following five terms

(i)’ vε∇η(wε), (ii)∇Π(wε), (iii)’ v2
ε∇η(wε), (i)” vεη(wε), (iii)” v2

εη(wε).

Clearly, (ii) works as before and (i)’ and (iii)’ look as (i) and (iii) above, but the gradient is moved from
vε to η(wε), while in (i)” and (iii)” there are no gradients at all.

It is easy to see that the most critical term (iii)’. If the convergences work for this case, then they also
work for all the other ones.

The problem is now that we need to control∇wαε which is nontrivial if α is small, because (5.17a) and
(5.17b) provide bounds for∇wγε for γ defined in terms of β. We hence assume

β < 2α < 2.

Using∇wα = α
γ
wα−γ∇wγ for γ ∈ ]0, α[ and choosing γ = (β+δ)/2 for some δ ∈ ]0, 1[ we obtain

from (5.17b) and (6.9) the boundedness

α ∈
]
β
2
, β+1

2

[
: ∇wαε

bdd
∈ L2(QT )

α ∈
[
β+1

2
, 1
[

: ∇wαε
bdd
∈ Lr(QT ) for all r ∈ [1, r0[ with r0 =

2(β+2−2/2∗d)

2α+1−2/2∗d
.

Because of r0 > 1 and the strong convergence (6.15b) we obtain∇wαε ⇀ ∇wα in Lr(QT ).

As before we have the strong convergence v2
ε → v2 in Lq/2(QT ) for all q ∈ [1, q0[ and now condition

(6.6) is exactly made to allows us to conclude that v2
ε∇η(wε) ⇀ v2∇η(w), as desired. This finishes

the proof of Theorem 6.2.
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6.4 Limit passage in the case η = κ

For a ∈ R and γ > 0 we set {a}γ := sign(a) |a|γ .

Proof of Theorem 6.3. We proceed along the same three steps as in Section 6.2 but now use that it
is easy to construct smooth initial conditions (v0

ε , w
0
ε) such that (6.2) holds together with |v0

ε(x)| ≤
M∗w

0
ε(x) for x ∈ Ω. For this one simply mollifies the nonnegative functions a± := M∗w

0 ± v0 to
obtain smooth and nonnegative a±ε . Then, we set v0

ε = (a+
ε −a−ε )/2 and w0

ε = (a+
ε +a−ε )/(2M∗).

With Proposition 5.4 we obtain

|vε(t, x)| ≤M∗wε(t, x) for all (t, x) ∈ QT . (6.17)

Step 1: a priori bounds. We first observe e0 := 1
2
(v0)2 + w0 ∈ Lp0/2(Ω), and ė = div(wαe)

implies ‖e(t)‖Lp0/2 ≤ ‖e0‖Lp0/2 . Thus, we have vε
bdd
∈ L∞Lp0 and wε

bdd
∈ L∞Lp0/2, and using (5.7)

and (6.17) we obtain {vε}(p0+α)/2 bdd
∈ L2H1 ≤ L2L2∗d and conclude vε

bdd
∈ Lp0+αL(p0+α)2∗d/2. Using

vε
bdd
∈ L∞Lp0 and the interpolation (6.4) we arrive at

vε
bdd
∈ Lqv(QT ) with qv := α + 2p0

(
1
2
− 1

2∗d

)
. (6.18)

From (5.17b) with α = β we find w(α+δ)/2 bdd
∈ L2H1 for all δ ∈ ]0, 1[ and interpolation with

wε
bdd
∈ L∞Lp0/2 yields

wε
bdd
∈ Lq(QT ) for all q ∈ [1, qw[ with qw := 1 + α + p0

(
1
2
− 1

2∗d

)
. (6.19)

Step 2: compactness. From {vε}(p0+α)/2 bdd
∈ L2H1 and wα+δ bdd

∈ L2H1 we again obtain

vε
bdd
∈ Lp0+αW2s/(p0+α),p0+α and wε

bdd
∈ L2(α+δ)Ws/(α+δ),2(α+δ) for s ∈ ]0, 1[ and δ ∈ ]1/2, 1[,

where we used Proposition 6.4. Thus, compactness works as in Step 2 of Section 6.2. In particular,
we have

vε → v in Lp(QT ) for p ∈ [1, qv[ and wε → w in Lq(QT ) for q ∈ [1, qw[. (6.20)

Using the pointwise convergence a.e. in QT , the limits (v, w) still satisfies (6.17).

Step 3: Identification of nonlinear limits. We have to show that the five terms

(i)’ vε∇η(wε), (ii)∇Π(wε), (iii)’ v2
ε∇η(wε), (i)” vεη(wε), (iii)” v2

εη(wε)

converge to their respective limits.

Clearly, w1+α
ε

bdd
∈ Lp(QT ) for all p ∈ [1, qw/(1+α)[ and by compactness converges strongly to

w1+α. Moreover,∇w(α+δ)/2
ε

bdd
∈ L2(QT ) and (6.19) imply

∇w1+α
ε = w1+(α−δ)/2

ε ∇w(α+δ)/2
ε

bdd
∈ Lp(QT ) for 1 ≤ p < pΠ :=

2qw

qw+1+α
> 1.

Here we need to choose δ ≈ 1. With this ∇w1+α
ε ⇀ ∇w1+α in Lr(QT ) follows, and the case (ii) is

settled.
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In exactly the same way with η(w) = wα we obtain

∇η(wε) ⇀ ∇η(w) in Lp(QT ) for all p ∈ [1, pη[ with pη :=
2qw

qw+α−1
> pΠ. (6.21)

By (6.20) we also have η(wε) → η(w) in Lp(QT ) for all p ∈ [1, qw/α[. Thus, for the four weak
convergences of the terms in (i)’, (iii)’, (i)”, and (iii)” in L1+ζ(QT ) for some ζ > 0, we need the four
relations 1/qv +1/pη < 1, 2/qv +1/pη < 1, 1/qv +α/qw < 1, and 2/qv +α/qw < 1, respectively.
Because of qw/α < pη all four inequalities follow if the second holds. Inserting the definitions of qv

and pη into 2/qv + 1/pη < 1 show that this condition is equivalent to our assumption (6.7).

Thus, the proof of Theorem 6.3 is finished.

6.5 Fractional Sobolev spaces

Here we provide a result that was used in the compactness arguments.

For γ > 0 we set {u}γ : u 7→ sign(u)|u|γ . Then, we have the relations

∀ γ ≥ 1 ∀ a, b ∈ R :
∣∣{a}1/γ − {b}1/γ

∣∣γ ≤ 2γ−1
∣∣a− b∣∣. (6.22)

With this we easily obtain the following statement.

Proposition 6.4 (Fractional powers) For all γ > 1, s ∈ ]0, 1[, p ∈ ]1,∞[, and u ∈ Ws,p(Ω) we
have {u}1/γ ∈Ws/γ,pγ(Ω) with the estimate∥∥{u}1/γ

∥∥
Ws/γ,pγ(Ω)

≤ 2(1−1/γ)/p
∥∥u∥∥1/γ

Ws,p(Ω)
. (6.23)

Proof. Clearly we have ‖{u}1/γ‖pγLpγ = ‖u‖pLp . For the Sobolev-Slobodeckij semi-norm [[ ·]]s,p we
apply (6.22) and obtain

[[
{u}1/γ

]]pγ
s/γ,pγ

:=

∫∫
Ω×Ω

∣∣{u(x)}1/γ−{u(y)}1/γ
∣∣pγ

|x−y|d+(s/γ)pγ
dxdy ≤ 2γ−1

[[
u
]]p
s,p
.

This proves (6.23).

7 Conjectures on the self-similar behavior

In this section we speculate about the longtime behavior of solutions on the full space Ω = Rd. First
we recall the similarity solution wPME for the classical PME in Section 7.1. In Section 7.2 we discuss
the case α = β, where we have full scaling invariance. We expect

∫
Rd

1
2
v(t, x)2 dx → 0 such that∫

Rd w(t, x) dx → E(v0, w0) for t → ∞. Moreover, we conjecture that w(t, ·) behaves like the
wPME for the corresponding mass E(v0, w0), while v(t) behaves like tγ(wPME)κ0/η0 , which again
shows that η0 � κ0 leads to singular behavior of v at the boundary of the support. Finally, Section
7.3 addresses the cases α > β > 0 and β > α > 0. In the latter we still expect that w(t) behaves
like wPME while v(t) should behave like ct−dδ1B

tδ/b
(0)(·). In the former case, a similar result should

not be expected.
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7.1 Similarity solution for the classical PME

To describe the exact similarity solutions we introduce the shape functions

Wσ(y) =
(
1−|y|2

)σ
+
.

We have the obvious relations

Wγ
σ = Wσγ, WσWγ = Wσ+γ, Θ(σ, d) :=

∫
Rd

Wσ(y)dy =
πd/2Γ(1+σ)

Γ(1+σ+d/2)
, (7.1a)

∇Wσ(y) = −2σWσ−1(y) y, (7.1b)

div
(
Wγ∇Wσ

)
(y) = −2dσWγ+σ−1(y)− 2σ y·∇Wγ+σ−1(y) for |y| 6= 1. (7.1c)

With this, we easily obtain the following well-known, explicit form of the similarity solution for the PME.

Lemma 7.1 (Similarity solution for PME) The function wPME defined via
wPME(t, x) = c(t+t∗)

−dδWσ(b(t+t∗)
−δx) is a solution of the PMEβ given by

ẇ = div(κ0w
β∇w),

∫
Rd
w(t, x)dx = E0

if and only if the we choose the parameters such that

E0 = c b−d Θ
(
1/β, d

)
, σ = 1/β, δ = 1/(2+dβ), 2κ0bc

β = δβ. (7.2)

Proof. The first relation stems from the integral constraint for w.

A direct calculation using y = bt−δx gives

ẇ = −cδt−dδ−1
(
dWσ(y) + y · ∇Wσ(y)

)
,

div(κ0w
β∇w) = −2σκ0b

2cβ+1t−(β+1)dδ−2δ
(
dWβσ+σ−1(y) + y · ∇Wβσ+σ−1(y)

)
.

Thus, we first see that matching the two lines needs βσ = 1 and δ(2+dβ) = 1. Finally, we compare
the prefactor which gives the last relation.

The convergence of all non-negative solutions w to the self-similar profile is one of the major achieve-
ment in the theory of PME, see [Váz07, Cha. 16], [CaT00], or [Ott01, Sec. 3]. We believe that a corre-
sponding result on asymptotic self-similarity for our system, at least if α = β. However, in the following
we only present conjectures together with some supporting observations, including a numerical simu-
lation.

7.2 Conjectured longtime behavior for β = α

To substantiate our conjecture we use the scaling properties of the coupled system for β = α. Slightly
generalizing (2.2) we consider the two possible transformations, namely

τ = log(t+1), y = (t+1)−δx and(
v(t, x), w(t, x)

)
=
(
(t+1)−dθδ ṽ(τ, y) , (t+1)−dδ w̃(τ, y)

)
,

(7.3)

where δ = 1/(2+dβ) as above, and the new parameter θ either equals

DOI 10.20347/WIAS.PREPRINT.2937 Berlin 2022



On two coupled degenerate parabolic equations motivated by thermodynamics 37

• θ = 1/2: the “energy-conserving scaling” or

• θ = 1: the “momentum-conserving scaling”.

The reason for these two choices is that the variable v occurs with different powers in the two con-
served quantities quantities V(v, w) =

∫
Rd v(x)dx and E(v, w) =

∫
Rd
(

1
2
v2+w

)
dx. Thus, a given

scaling can conserve at most one of the two functionals.

The transformed coupled PDE system for (ṽ, w̃) reads

∂τ ṽ = div
(
δ ṽ y + η0w̃

β∇ṽ
)
− (1−θ)δd v, (7.4a)

∂τ w̃ = div
(
δw̃ y + κ0w̃

β∇w̃
)

+ e(1−2θ)δd τη0w̃
β|∇ṽ|2. (7.4b)

The conserved total momentum V and total energy E transform as follows:

Ṽ(τ, ṽ, w̃) :=

∫
y∈Rd

e(1−θ)δdτ ṽ(y)dy =

∫
x∈Rd

v(x)dx = V(v, w) = V(v0, w0) = V0, (7.5a)

Ẽ
(
τ, ṽ(τ), w̃(τ)

)
:=

∫
Rd

(
1
2

e(1−2θ)dδ τ ṽ(τ, y)2+w̃(τ, y)
)

dy (7.5b)

= E
(
v(eτ−1), w(eτ−1)

)
= E(v0, w0) = E0.

Thus, the linear momentum V is remains a conserved quantity (i.e. V(τ, ·) = V) for θ = 1 only. In
contrast, the energy E remains a conserved quantity (i.e. Ẽ(τ, ·) = E ) for θ = 1/2 only. Moreover,
system (7.4) is a autonomous system if and only if θ = 1/2.

7.2.1 Energy-conserving scaling with θ = 1/2

For θ = 1/2 the transformed system (7.4) takes the explicit form

∂τ ṽ = div
(
δ ṽ y + η0w̃

β∇ṽ
)
− 1

2
δd v, (7.6a)

∂τ w̃ = div
(
δw̃ y + κ0w̃

β∇w̃
)

+ η0w̃
β|∇ṽ|2, (7.6b)

which is an autonomous evolutionary system with the conserved quantity E(ṽ, w̃). To understand the
longtime behavior, we can test (7.6a) by |ṽ|p−2ṽ for p ∈ ]1, 2] and find

d

dτ

∫
Rd

1

p
|ṽ|pdy = −(p−1)

∫
Rd
η0w̃

β |ṽ|p−2 |∇ṽ|2 dy + δd
(p−1

p
− 1

2

)∫
Rd
|ṽ|pdy. (7.7)

This implies exponential decay of ‖ṽ(τ, ·)‖Lp for p ∈ ]1, 2[. Moreover, for p = 2 all steady states
(where the left-hand side in the above relation is 0) satisfy ∇ṽ = 0. As E(ṽ, w̃) = E0 < ∞ we
conclude ṽ = 0 and obtain the following result.

Corollary 7.2 (Unique non-negative steady state) Given arbitraryE0 ≥ 0 there is exactly one non-
negative steady state for (7.4)θ=1/2, namely (ṽE0

st , w̃
E0
st ) =

(
0, cW1/β(b·)

)
where b and c depend on

E0 as given in (7.2).

We conjecture that all solutions of (7.4)θ=1/2 with initial condition satisfying E(v0, w0) = E0 converge
to (ṽE0

st , w̃
E0
st ). The reasoning is simple because we know the convergence of ṽ to 0, so we expect

that for large times the dynamics of the PME for w̃ (now in transformed variables) and ṽ ≡ 0 will
determine the longtime behavior. However, to show this one needs to show that all kinetic energy is
converted to heat, i.e. ‖ṽ(τ, ·)‖L2 → 0 for τ → ∞, which would need a more careful analysis than
the simple estimate (7.7).
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7.2.2 Momentum-conserving scaling with θ = 1

For θ = 1 the transformed system (7.4) takes the explicit form

∂τ v̂ = div
(
δ v̂ y + η0w̃

β∇v̂
)
, (7.8a)

∂τ w̃ = div
(
δw̃ y + κ0w̃

β∇w̃
)

+ e−δd τη0w̃
β|∇v̂|2, (7.8b)

We now use v̂ which is related to ṽ in Section 7.2.1 by v̂(τ) = eδdτ/2ṽ(τ). It is important to keep in
mind that the component w̃ remains exactly the same in both systems, (7.6) and (7.8).

The new system is no longer autonomous but the time dependence occurs via an exponentially de-
caying term, which hopefully does not influence the longtime behavior even if v̂ is not decaying but
stays suitably bounded. From the previous Section 7.2.1 we still expect that w̃(τ) converges to wE0

st .

However, the new feature of (7.8) is that v̂ again satisfies a PDE in divergence form, namely (7.8a),
which implies that V(ŵ(τ) = V0 for all τ ≥ 0. Moreover, as we already expect w̃(τ)→ wE0

st we may
expect that v̂(τ) converges to a steady state of the linear diffusion equation obtained from (7.8a) by
replacing w̃ by its limit wE0

st . The surprising fact is that this equation has a unique steady state which
is given by an explicit formula.

Proposition 7.3 (Similarity solutions (v̂st, w̃st)) For each pair (V0, E0) ∈ R×]0,∞[ there is a
unique solution (v̂st, w̃st) of the system (where δ = 1/(2+dβ) )

0 = div
(
δv̂ y + η0w̃

β∇v̂
)
, 0 = div

(
δw̃ y + κ0w̃

β∇w̃
)
,

∫
Rd̂
vdy = V0,

∫
Rd
w̃dy = E0.

This solution is given explicitly in the form(
v̂st(y), w̃st(y)

)
=
(
aWσ(by) , cW1/β(by)

)
with σ =

κ0

η0β
, b2 =

βδ

2cβκ0

,

V0 =
a

bd
Θ(κ0/(βη0), d), E0 =

c

bd
Θ(1/β, d).

Proof. The result follows easily with (7.1b). Indeed, we even have δv̂ y + η0w̃
β∇v̂ ≡ 0 and δw̃ y +

κ0w̃
β∇w̃ ≡ 0 on Rd.

Of course, justifying the convergence to the steady states (v̂st, w̃st) for a suitable solution class (v̂, w̃)
of the full system (7.4) is a nontrivial task. This can be seen by inserting the steady state into the
exponentially decaying term which gives the perturbation

e−dδτη0w̃
α
st|∇v̂st|2 = c̃ e−dδτW2κ0/(βη0)−1(by)|y|2.

This term lies in L∞(0, T ; L1(Rd)) but is singular at b|y| = 1 for β > 2κ0/η0.

7.2.3 A numerical simulation showing convergence

A simple numerical experiment covers the one-dimensional case Ω = R1 with α = β = 1, η0 = 2,
and κ0 = 1/2. We start with initial conditions v0(x) = max{0, 10 − 10(x+2)2} and w0(x) =
max{0, 15 − 15(x−2)2}. Fin Figure 7.1 we show that solution for the short initial time interval t ∈
[0, 0.1] which shows that kinetic energy is dissipated fast and turned into heat.
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Figure 7.1: The solution v(t, x)
(left) and w(t, x) (right) for t ∈
[0, 0.1] and x ∈ [−5, 5].

Figure 7.2: The solution v(t, x)
(left) and w(t, x) (right) for t ∈
[0, 0.1] and x ∈ [−5, 5].

In Figure 7.2 we show that (unscaled) solutions on the longer time interval t ∈ [0, 10], where the
self-similar behavior becomes visible.

In Figure 7.3 we show that the rescaled solutions (t, y) 7→ (1+t)δv(t, (1+t)δy) and (t, y) 7→
(1+t)δw(t, (1+t)δy) for t ∈ [0, 1.5] where convergence into a self-similar profile is already evident.
It is clearly seen thatw develops the simple Barenblatt profile cw max{0, b−y2} , whereas v develops
the more singular profile cv max{0, b−y2}1/4 because of κ0/η0 = 1/4.

7.3 Conjectured longtime behavior for β 6= α

With the transformation (7.3) with δ = 1/(2+dβ) we now find the transformed system

∂τ ṽ = div
(
δ ṽ y + eγτη0w̃

β∇ṽ
)

with γ = (β−α)dδ, (7.9a)

∂τ w̃ = div
(
δw̃ y + κ0w̃

β∇w̃
)

+ e(γ−dδ)τη0w̃
β|∇ṽ|2. (7.9b)

We consider the cases α > β > 0 and β > α > 0 separately.

Case γ = (β−α)dδ > 0: The chosen scaling leads to the exponentially growing prefactor for the
diffusion in (7.9a). Hence it is dominating the concentration term such that we expect for large τ that
∇v(τ) is small. This can also be seen by testing (7.9a) by e−dδτv(τ) which leads to∫∫

QT

e(γ−dδ)τη0w̃
β|∇ṽ|2 dydτ ≤ 1

2
‖ṽ(0)‖2

L2(Rd).

Figure 7.3: Scaled solutions
(1+t)δv(t, (1+t)δy) (left) and
(1+t)δw(t, (1+t)δy) (right) for
t ∈ [0, 1.5] and y ∈ [−10, 10].
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Thus, it is reasonable to expect that ṽ(t) converges to c1B1/b(0)(·) while w̃ converges to w̃st as for
the case α = β.

A proof of this conjecture will be even more difficult, because ∇v(τ) must develop a singularity near
the boundary of B1/b(0) ⊂ Rd to allow for the convergence ṽ(τ)→ c1B1/b(0)(·) in L2(Rd).

Case γ = (β−α)dδ < 0: In this case we expect a different behavior because of the decaying diffu-

sion in the equation for ṽ. For large τ the dominating term in (7.9a) is the transport term div
(
δṽy
)

which is simply due to the similarity rescaling. Hence, for τ > τ0 � 1 one expects ṽ(τ, y) ≈
edδ(t−τ0)ṽ

(
τ0, e

δ(τ−τ0)y
)
, which in the original physical coordinates means the same as v(t, x) ≈

v(t0, x) for t > t0 � 1. Thus, it is likely that ‖v(t)‖2
L2 = e−dδτ‖ṽ(τ)‖2

L2 does not converge to

0 for τ = log(t+1) → ∞. Consequently, the nondecreasing function Ẽ(t) :=
∫
Rd w̃(τ, y) dy is

converging to some Ẽ∞ ∈ [E(0), E0] with E0 = E(v0, w0). There is still a chance that w̃ converges
to some w̃st but now with mass Ẽ∞ instead of E0.

8 Parabolic systems in turbulence modeling

The author’s motivation for studying the given class of coupled degenerate parabolic equation comes
from turbulence modeling. However, for the sake of a concise presentation the model was simplified
considerably, but still keeping the main feature of a velocity-type variable with a degenerate viscosity
depending on the energy-like variable, which is now the mean turbulent kinetic energy k ≥ 0 playing
the role ofw. We refer to [Lew97, GL∗03, LeL07, DrN09, Nau13, ChL14] for a mathematical exposition
of the ideas behind of such a turbulent modeling and to [Wil93, Ch. 4] for a fluid mechanical approach.

We first introduce Prandtl’s model for turbulence and then Kolmogorov’s two-equation model. In both
cases, we introduce the full model with the macroscopically mean velocity u satisfying the incom-
pressibility divu = 0, the pressure p, and the turbulent kinetic energy k ≥ 0. Then, we show that
restricting to simple shear flows of the form u(t, x) =

(
0, ..., 0, v(t, x1, ..., xd)

)
∈ Rd+1 we obtain a

system that has the form of our coupled system (1.1) with some simple extra terms.

8.1 Kolmogorov’s one-equation model = Prandtl’s model

Prandtl’s one-equation model for turbulence was developed from 1925 to 1945, see [Pra25, Pra46]
and the historical remarks about the development of the model in [Nau13, p. 20].

u̇ + u · ∇u−∇p = div
(
`
√
kD(u)

)
+ f, divu = 0,

k̇ + u · ∇k = κ̂ div
(
`
√
k∇k

)
+ `
√
k |D(u)|2 − a k

√
k

`
,

where a ≥ 0 is a dimensional parameter and ` > 0 is a constant characteristic length that may
depend on position (e.g. via the distance to the wall). Moreover,∇, D, and div stand for the differential
operators in Rd+1 with d ∈ {1, 2}.
Looking for shear flows as defined above and assuming that the external force vanishes, i.e. f ≡ 0,
and that k is independent of xd+1 we obtain the coupled system

v̇ = div
(
η0k

1/2∇v
)
, k̇ = div

(
κ0k

1/2∇k
)

+ η0k
1/2|∇v|2 − a

`
k3/2 (8.1)
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with η0 = `/2 and κ0 = κ̂`. Clearly, when neglecting the term involving a, we arrive at our coupled
system in the case α = β = 1/2.

The case a > 0 does not pose any additional problem when constructing solutions. In particular,
the term reduces the total energy in the form d

dt
E(v, k) = −a

`

∫
Ω
k3/2 dx ≤ 0. Hence, the a priori

estimates of this equation remain the same, such that existence of weak solutions with k(t, x) ≥ k >
0 was shown already in [Nau13]. Our existence result for weak solutions in Theorem 6.1 works for
p0 = 2 because of α = β = 1/2.

The general scaling (2.2) leading to (2.6) can still be applied, but to have the same scaling behavior
for the terms k̇ and k3/2 we have only one choice, namely γ = 2 and with α = 1/2 and 2δ+αγ = 1
we find δ = 0. Hence, for (v̂, ŵ) =

(
1
t
v, 1

t2
w
)

we find the rescaled equation

∂τ v̂ − v̂ = div
(
η0k̂

1/2∇v̂
)
,

∂τ k̂ − 2k̂ = div
(
κ0k̂

1/2∇k̂
)

+ η0k̂
1/2
∣∣∇v̂∣∣2 − a

`
k̂3/2.

(8.2)

We may still consider the conserved quantities and find the relations

d

dτ

∫
Ω

v̂dy =

∫
Ω

v̂dy and
d

dτ

∫
Ω

(1

2
v̂2+k̂

)
dy = 2

∫
Ω

(1

2
v̂2+k̂

)
dy −

∫
Ω

a

`
k̂3/2 dy.

Thus, we may expect that (8.2) has steady states (vst, kst) with nontrivial kst ≥ 0 (but necessarily
with

∫
Ω
vst dy = 0) that correspond to solutions of (8.1) that decay, namely (v(t, x), k(t, x)) =

(1
t
vst(x), 1

t2
kst(x)).

8.2 Kolmogorov’s k-ω model

Kolmogorov’s model [Kol42] (see [Spa91] for a translation, sometimes also called Wilcox k-ω model
because of [Wil93]) consists of the Navier-Stokes equation for the velocity v ∈ Rd and the pressure
p coupled to two scalar equations, namely for the specific dissipation rate ω > 0 (or better dissipation
per unit turbulent kinetic energy) and the turbulent energy k ≥ 0:

u̇ + u · ∇u +∇p = µ1 div
(
k
ω

D(u)
)
, divu = 0, (8.3a)

ω̇ + u · ∇ω = µ2 div
(
k
ω
∇ω
)
− α1ω

2, (8.3b)

k̇ + u · ∇k = µ3 div
(
k
ω
∇k
)

+ µ1
k
ω

∣∣D(u)
∣∣2 − α2kω. (8.3c)

The main point is that all quantities are convected with the fluid velocity v and that all quantities diffuse
with “viscosities” that are proportional to k/ω by the dimensionless factors µj > 0. There are sink
terms in the equations for ω and k, namely −α1ω

2 and −α2kω with dimensionless nonnegative
constants αj . The nonlinearities in system (8.3) are devised in a specific way to allow for a rich scaling
group, see [MiN20, Sec. 2].

The existence of weak solutions to the above coupled system is studied in [MiN15, BuM19, MiN20].
However, in both of these papers the construction of the solutions for (8.3) strongly relies on lower
bounds on k(t, x). In [MiN15, MiN20] the assumption k0(x) = k(0, x) ≥ k∗ > 0 a.e. in Ω was used,
whereas [BuM19] shows that the weaker assumption

∫
Ω

∣∣ log k0(x)
∣∣dx <∞ is sufficient.

Here we are interested in solutions that may have compact support, i.e. k(t, x) = 0 is allowed on
a set of positive measure. In those regions the regularizing diffusion terms µj div( k

ω
∇ · ) disappear.
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Thus, we also restrict to shear flows as above:

v̇ = µ1
2

div
(
k
ω
∇v
)
, ω̇ = µ2 div

(
k
ω
∇ω
)
− ω2,

k̇ = µ3 div
(
k
ω
∇k
)

+ µ1
2

k
ω
|∇v|2 − akω.

(8.4)

The special symmetry of the nonlinearities allows us for more scalings than the Prandtl equation (8.1),
because (8.4) only contains dimensionless parameters µj and a whereas (8.1) contains the Prandtl
length `. We can look for solutions in the following form (cf. (2.2)), where now ω is given by an explicit
solution that is independent of v and k:

τ = log(t+1), y = (t+1)−δx, and(
v(t, x), ω(t, x), k(t, x)) =

(
(t+1)−γ/2 v̂(τ, y),

1

t+1
, (t+1)−γ k̂(τ, y)

)
.

If the exponents γ and δ are chosen with γ + 2δ = 2 we are lead to the rescaled system

∂τ v̂ −
γ

2
v̂ − δ y · ∇v̂ =

µ1

2
div(k̂∇v̂), (8.5a)

∂τ k̂ − γ k̂ − δ y · ∇k̂ = µ3 div(k̂∇k̂) +
µ1

2
k̂|∇v̂|2 − α k̂. (8.5b)

The case (γ, δ) = (2, 0) can be applied in bounded domains Ω and it corresponds to the the case in
the Prandtl equation. Clearly, we are in the case α = β = 1 with two additional linear terms, namely
ṽ and (2−a)k̃. Thus, the existence theory of very weak solutions in Theorem (6.3) only applies in the
case µ1 = 2µ2.

For the case δ > 0 we consider Ω = Rd, and the rescaled momentum V (v̂, k̂) =
∫
Rd v(y) dy

and the rescaled energy E(v̂, k̂) =
∫
Rd
(

1
2
v̂2+k̂

)
dy now satisfies, along solutions (v̂(τ), k̂(τ)), the

linear relations

d

dτ
V (v̂, k̂) =

(γ
2
− dδ)

)
V (v̂, k̂) and

d

dτ
E(v̂, k̂) = (γ−dδ)E(v̂, k̂)− a

∫
Rd
k̂dy. (8.6)

Because of 2 = γ + 2δ the case (γ, δ) =
(

2d
1+d

, 1
1+d

)
is special as it leads to

(
γ
δ

)
= 1

1+d

(
2d
1

)
=⇒ d

dτ
V (v̂, k̂) = 0 and

d

dτ
E(v̂, k̂) =

d

1+d
E(v̂, k̂)− a

∫
Rd
k̂dy.

For a < d
1+d

we obtain d
dτ
E(v̂, k̂) > 0 as long as E(v̂, k̂) > 0, so no steady state can exist.

However, for a > d
1+d

one can expect the existence of a family of state states (vst, kst) such that
V (vst, kst) = V0 ∈ R.
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