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Abstract

This paper is devoted to dimension reduction for linearized elastoplasticity in
the rate-independent case. The reference configuration of the three-dimensional
elastoplastic body has a two-dimensional middle surface and a positive but small
thickness. Under suitable scalings we derive a limiting model for the case in which
the thickness of the plate tends to 0. This model contains membrane and plate
deformations (linear Kirchhoff-Love plate), which are coupled via plastic strains.
We establish strong convergence of the solutions in the natural energy space.

The analysis uses an abstract Γ-convergence theory for rate-independent evo-
lutionary systems that is based on the notion of energetic solutions. This concept
is formulated via an energy-storage functional and a dissipation functional, such
that energetic solutions are defined in terms of a stability condition and an en-
ergy balance. The Mosco convergence of the quadratic energy-storage functional
follows the arguments of the elastic case. To handle the evolutionary situation the
interplay with the dissipation functional is controlled by cancellation properties for
Mosco-convergent quadratic energies.

1 Introduction

The derivation of lower-dimensional theories for bodies such as rods, beams, membranes,
plates and shells from a three-dimensional theory is of fundamental importance for en-
gineering applications. A first rigorous justification of the plane membrane system and
Kirchhoff’s plate equation date back to [Mor59b] and [Mor59a], respectively. Here “justi-
fication” means that the convergence of the solutions of the full three-dimensional system
towards the solutions of the limiting model is shown without any additional assumptions
on the solutions. Later results for rods, linear and nonlinear plates, or shells can be found
in [CiD79, Mie88, CiL89, BC∗92, Cia00, FJM02, LeR00, CMM06, FJM06] and the refer-
ences therein. Most of the recent investigations use a variational approach that is based on
the notion of Γ-convergence. This convergence assures, roughly speaking, that (almost)
minimizers of the three-dimensional theory (subject to suitable boundary conditions and
applied loads) converge to minimizers of the limiting lower-dimensional theory.

As the theory of Γ-convergence is purely static, there are only very few results concern-
ing the justification of similar dimension reductions for evolutionary problems in nonlinear
continuum mechanics, see [AMM09] for a recent result. More often, lower dimensional
theories are derived by ad hoc assumptions via formal asymptotic expansions, see e.g.
[MCH03, KrS07, GKS08].

In this paper, we want to give a rigorous justification of a new lower-dimensional
elastoplastic plate model in the rate-independent case. It is the recently developed the-
ory of Γ-convergence for rate-independent systems (see [MRS08]) that allows us to do a
limit passage from linearized elastoplasticity in three dimensions to a model that com-
bines two two-dimensional linear elastic models, namely the membrane model for in-plane
displacements and the Kirchhoff’s plate equation for the out-of-plane displacement, with
the plastic effects.

Rate-independent linearized elastoplasticity can be formulated in different equivalent
forms, e.g. as variational inequality, as differential inclusion, or as energetic system. All
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three are formulated in terms of an energy functional

Eε(t, U, P ) =

∫
Ω

Wε(E(U), P )dx− 〈L(t), U〉,

defined as integral over the rescaled plate domain Ω := ω × ]−1, 1[. Here U and P are
the rescaled displacements and plastic strains, respectively. The small parameter ε > 0 is
proportional to the unscaled thickness of the plate and occurs in Wε via the corresponding
scalings of the strains.

Additionally we have a dissipation potential

R(Ṗ ) =

∫
Ω

R(Ṗ (x))dx,

which is assumed to be independent of ε after rescaling. Rate-independence manifests
itself in the fact that R is positively homogeneous of degree 1, i.e. R(λṖ ) = λ1R(Ṗ ). A
typical R has the form R(Ṗ ) = σyield|Ṗ |, where σyield is the yield stress.

The solutions have to solve the differential inclusion

0 = DUEε(t, U(t), P (t)), 0 ∈ ∂ṖR(Ṗ (t)) + DPE(t, U(t), P (t)), (1.1)

where the first equation is the balance of forces and the second is the plastic flow rule.
Since for linearized elastoplasticity the energy Eε(t, ·) is a convex quadratic functional,

the differential inclusion is fully equivalent to the so-called energetic formulation, which is
formulated in terms of an energetic stability condition and the total balance of energy, see
(2.7). The advantage of the energetic formulation is that it is based on Eε and R rather
than their derivatives. Thus, we can use convergence of functionals such as Γ-convergence,
Mosco convergence, and continuous convergence.

The derivation of our limiting elastoplastic plate model will be described in Section 2
together with the underlying scalings. In Section 3 we provide an abstract Γ-convergence
result for energetic rate-independent systems (abbreviated RIS) (Q, Eε,Rε), where Q is
the underlying Hilbert space. The theory is a special case of the general theory in [MRS08],
as we assume that Eε(t, ·) is a quadratic functional that converges to E0(t, ·) in the sense
of Mosco convergence, see (3.1). Moreover, Rε is assumed to converge to R0 in the Mosco
as well as in the sense of continuous convergence in the norm topology.

Under natural technical assumptions it is then shown in Theorem 3.1 that the solutions
qε : [0, T ] → Q of the RIS (Q, Eε,Rε), see (1.1) strongly converge to the solution q0 of
the RIS (Q, E0,R0). In particular, we emphasize that the exploitation of the quadratic
structure of the energy and of the Mosco convergence allows us to avoid the commonly
used continuous convergence of Rε with respect to the weak topology, see e.g. [KMR05,
MRS08, MiR09a]. The abstract construction of the mutual recovery sequences is given in
Proposition 3.2 and relies on refined estimates for Mosco-convergent functionals.

The main point here is that the limiting energy E0 is quite degenerate, as it is only
finite if U lies in the space UKL of Kirchhoff-Love displacements (see (2.12))

U(y, x3) = (V1(y)− x3∂y1V3(y), V2(y)− x3∂y2V3(y), V3(y))T.

The proof of Mosco convergence of Eε(t, ·) to E0(t, ·) is given in Section 4 and is a gener-
alization of the ideas in [BC∗92], as we have to take into account also the plastic variable.
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In Section 5 we formulated the limit problem in terms of the in-place displacements
(V1, V2), the out-of-plane displacement V3, and the plastic strain P , which is still defined
on all of Ω. For an isotropic material, the limiting model takes the form

0 = − div
(
Σ0

(
2E1,2(V ))−[P 1,2]0

))
−Gmemb(t, ·) in ω, (1.2a)

0 = div div
(
Σ0

(
2
3
D2V3+[P 1,2]1

))
− gbend(t, ·)− div Gbend(t, ·) in ω, (1.2b)

0 ∈ ∂R(Ṗ ) + dev
(
[[ Σ0(P

1,2−E1,2(V )+x3D
2V3) || 0 ]]

)
+ hP in Ω, (1.2c)

where Σ0(E) := 2λµ
λ+2µ

tr E I2 + 2µE. Here, E1,2(V ) ∈ R2×2
sym is the in-plane strain tensor

and D2V3 ∈ R2×2
sym the bending strain tensor.

Equation (1.2a) is the second-order membrane equation for (V1, V2), which is coupled
to the plastic strain P via the integrals [·]0 over x3 ∈ ]−1, 1[. Equation (1.2b) is a
generalization of Kirchhoff’s plate equation (of order four) for V3. It is also coupled to
the plastic strain P , but now with weighted averages [·]1. The flow rule (1.2c) exhibit the
elastic strains as forcing in a very special manner concerning the dependence on x3.

In the final Section 5.3 we show how the last equation can be eliminated using a
vector-valued hysteresis operator of play type. For a suitably defined generalized Prandtl-
Ishlinskii operator P = (PE, PH) we obtain the two-dimensional system

− div
(
Σ0

(
E1,2(V )

)
+ PE

[
E1,2(V ), D2V3

]
(t)

)
= Gmemb(t, ·) on ω, (1.3a)

div div
(
Σ0

(
D2V3

)
+ PH

[
E1,2(V ), D2V3

]
(t)

)
= gbend(t, ·)+ div Gbend(t, ·) on ω. (1.3b)

Of course, P = (PE, PH) has a memory, which takes care of all the necessary information
on previous plastic deformations.

Most of the results in this work were derived for the diploma thesis [Lie08].

2 Setup of the elastoplastic plate model

We start from the classical elastoplastic models with hardening. We formulate it in terms
of differential inclusions or equivalently as variational inequalities. In Section 2.2 we then
focus on domains with a plate geometry, i.e. Ωε = ω × ]−ε, ε[, and discuss the suitable
scalings to obtain a nontrivial limiting model. The final model will be presented in Section
2.3. The convergence proof is the content of Sections 3 and 4, while Section 5 is devoted
to a discussion of the derived model.

2.1 Linearized elastoplasticity as a rate-independent system

We consider a bounded Lipschitz domain Ω ⊂ Rd, where ΓD ⊂ ∂Ω denotes the part
of the boundary, where we have Dirichlet boundary conditions, i.e. the displacement is
prescribed. We set

H1
ΓD

(Ω; Rd) := {u ∈ H1(Ω; Rd) | u|ΓD
= 0 }.
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We assume that the pair (Ω, ΓD) satisfies a Korn inequality, i.e.

∃ cKorn > 0 ∀u ∈ H1
ΓD

(Ω; Rd) : ‖e(u)‖L2 ≥ cKorn‖u‖H1 ,

where e(u) =
1

2
(∇u+∇uT

)
∈ Rd×d

sym := {A ∈ Rd×d | A = AT }.
(2.1)

The elastoplastic properties of the body Ω are described in terms of the linearized
strain tensor e and the plastic strain tensor

p ∈ Rd×d
dev := {A ∈ Rd×d

sym | tr A = 0 }

via the stored energy density W : Rd×d
sym × Rd×d

dev → R, which is assumed to be a quadratic
functional satisfying

∃ c, C > 0 ∀ (e, p) ∈ Rd×d
sym × Rd×d

dev : c(|e|2+|p|2) ≤ W(e, p) ≤ C(|e|2+|p|2). (2.2)

Moreover, the plastic flow rule of the material can be formulated in terms of a dissipation
potential R : Rd×d

dev → [0,∞[, which is assumed to satisfy the following conditions:

R is continuous, convex, and homogeneous of degree 1, (2.3)

where the latter condition means R(λṗ) = λR(ṗ) for all λ > 0 and ṗ ∈ Rd×d
dev . This

property guarantees that the material response is rate-independent. The corresponding
elastic domain E ⊂ Rd×d

dev is defined via E := ∂R(0), which is the subdifferential of R at 0.
Given time-dependent volume and surface loadings fvol(t, ·) and fsurf(t, ·), as well as

time-dependent Dirichlet data uD(t, ·), the full elastoplastic problem can be written in the
form

− div
(
∂eW(e(u), p)

)
= fvol(t, ·) in Ω,

0 ∈ ∂R(ṗ) + ∂pW(e(u), p) in Ω,

u(t, ·) = uD(t, ·) on ΓD,

∂eW(e(u), p)ν = fsurf(t, ·) on ∂Ω\ΓD,

(2.4)

where ν denotes the outer normal vector on ∂Ω. Here σ = ∂eW ∈ Rd×d
sym denotes the stress,

while ∂pW ∈ Rd×d
dev contains the deviator of the stress as well as any plastic back stresses.

Example 2.1 Throughout we will use the isotropic stored energy density

W(e, p) =
λ

2

(
tr e

)2
+ µ|e−p|2 +

h

2
|p|2 (2.5)

as an example. Here λ, µ > 0 are the Lamé constants and h > 0 is a measure for kinematic
hardening. For this example we have

σ = ∂eW = λ tr e Id + µ(e−p) ∈ Rd×d
sym and

∂pW = − dev σ + hp = µ(p− dev e) + hp ∈ Rd×d
dev ,

which shows that hp plays the role of the plastic back stress.
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We reformulate the system (2.4) in abstract form for the pair q = (u, p) ∈ Q via the
energy functional E : [0, T ] × Q → R and the dissipation functional R : Q → [0,∞[ as
follows:

Q := H1
ΓD

(Ω; Rd)× L2(Ω; Rd×d
dev ),

E(t, q) :=

∫
Ω

W(e(u)(x), p(x))dx− 〈`(t), q〉,

R(q̇) :=

∫
Ω

R(ṗ(x))dx,

where `(t) ∈ Q∗ is defined via

〈`(t), q〉 :=

∫
Ω

fvol(t, x) · u(x)dx +

∫
Ω\ΓD

fsurf(t, x) · u(x)da(x). (2.6)

Without loss of generality we set uD ≡ 0 from now on. Otherwise we could replace u by
u− uD, which would just produce an additional term in `(t). We call the triple (Q, E ,R)
a rate-independent system (RIS).

By (2.1) and (2.2) the functional E(t, ·) : Q → R is uniformly convex and can be
written as E(t, q) = B(q)− 〈`(t), q〉 with a quadratic form B(q) = 1

2
〈Aq, q〉. The operator

A : Q → Q∗ is a symmetric and positive definite isomorphism and we have DqE(t, q) =
Aq − `(t).

We call a function q = (u, p) : [0, T ] → Q a solution to the RIS (Q, E ,R) (and hence
to the above elastoplastic problem (2.4)), if it solves one of the following three equivalent
problem formulations:

Differential inclusion:

0 ∈ ∂R(q̇(t)) + DqE(t, q(t)); (2.7a)

Variational inequality:

∀ v ∈ Q : 〈DqE(t, q(t)), v−q̇〉+R(v)−R(q̇) ≥ 0; (2.7b)

Energetic formulation:

(S) stability: ∀ q̃ ∈ Q : E(t, q(t)) ≤ E(t, q̃) +R(q̃−q(t)),

(E) energy balance: E(t, q(t)) +
∫ t

0
R(q̇)dt = E(0, q(0))−

∫ t

0
〈 ˙̀, q〉dt.

(2.7c)

We refer to [Mie05, Sect. 2] for the equivalence between these three forms. It turns out
that the energetic formulation will be especially useful for deriving our limiting model in
the process of dimension reduction. Moreover, it is free of derivatives and thus applies
also in the case, where E or R takes the value ∞.

The existence of solutions for (2.7) is classical, see e.g. [Mor77, Grö78, Alb98, Kre99,
MiT04, Mie05].

Theorem 2.2 Assume that (Q, E ,R) is as above with ` ∈ CLip([0, T ],Q∗) and that q0 ∈
Q is stable at t = 0 (i.e. 0 ∈ ∂R(0)+DqE(0, q0) or equivalently (S) in (2.7c) holds with
q(0) replaced by q0), then there is a unique solution q ∈ CLip([0, T ],Q) with q(0) = q0.
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2.2 Scalings for thin-plate domains

We now specialize to the case that Ω is a thin plate, i.e. we assume Ω from above is
replaced by

Ωε = ω × ]−ε, ε[ , Γε
D = γD × ]−ε, ε[ ,

where ω ⊂ R2 is a planar, bounded Lipschitz domain, the so-called mid surface of the
plate. The boundary part γD ⊂ ∂ω ⊂ R2 has a positive 1-dimensional Hausdorff measure.

Throughout we keep the material laws given via W and R fixed and obtain an ε-
dependent state space Qε and functionals Eε and Rε defined over Ωε. For each ε > 0 all
the assumptions of the previous section are satisfied and Theorem 2.2 provides solutions
qε = (uε, pε) : [0, T ] → Qε of the RIS (Qε, Eε,Rε). We want to study their behavior for
ε → 0. However, to obtain a nontrivial limit we have to do suitable scalings, which we
explain now.

For linearized elasticity the scaling of the strains is arbitrary, because it is an infinites-
imal theory by definition. In contrast, the theory of linearized elastoplasticity is no longer
scaling invariant, because the boundary of the elastic domain E = ∂R(0) contains the
given yield stresses of order 1, i.e. independent of ε. Thus, our theory needs a scaling
where the plastic tensor p as well as most of the strains in e are of order 1.

It is already known from the theory of linearized elastoplasticity, see [Mor59b, Mor59a,
CiD79] that the strain of in-plane displacements (membrane modes) are smaller than the
out-of-plane modes (bending modes). Thus, we look for a scaling of the form

uε(xε) = εαSεU(Sεx
ε), pε(xε) = εβP (Sεx

ε) where Sε = diag(1, 1, 1/ε). (2.8)

To simplify the presentation we will choose α = β = 0 at this stage and refer to Remark
2.3 for more general scalings.

Since xε ∈ Ωε is mapped to x = Sεx
ε ∈ Ω1, the rescaled function Q = (U, P ) will be

defined in

Q := H1
ΓD

(Ω; R3)× L2(Ω; R3×3
dev ), where Ω := Ω1 and ΓD := γD × ]−1, 1[ .

The scaling acts differently on the components of the strains in e(uε), as follows

e(uε)(xε) = Sε E(U)(Sεx
ε) Sε =

 E11(U) E12(U) 1
ε
E12(U)

E12(U) E22(U) 1
ε
E23(U)

1
ε
E13(U) 1

ε
E23(U) 1

ε2 E33(U)

 ∈ R3×3
sym,

where here e(u) is calculated via the gradient with respect to xε ∈ Ωε, while E(U) is
calculated via the gradient with respect to x ∈ Ω. We continue to use capital letters for
functions defined on Ω = ω × ]−1, 1[.

When substituting qε = (uε, pε) into Eε and Rε we still have to take care of the change
in the volume measure, namely dxε = εdx. Hence we set

Eε(t, U, P ) =
1

ε
Eε(t, uε, pε) and Rε(Ṗ ) =

1

ε
Rε(ṗε).

To control the loading part of `ε defined in (2.6), we also have to assume a corresponding
scaling of the loadings namely

fvol(t, x
ε) = εαS−1

ε Fvol(Sεx
ε) and fsurf(t, x

ε) = εα+1S−1
ε Fsurf(Sεx

ε) for xε ∈ ω×{−ε, ε},
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where α = 0 as above. For simplicity, we assume that there are no surface loadings on
∂ω\γD× ]−ε, ε[. They could be easily included easily, but need a different scaling. Then,
Eε and Rε take the form

Eε(t, U, P ) = Bε(U, P )− 〈L(t), U〉, Rε(Ṗ ) =

∫
Ω

R(Ṗ (x))dx, (2.9a)

Bε(U, P ) =

∫
Ω

W(SεE(U)(x)Sε, P (x))dx (2.9b)

〈L(t), U〉 =

∫
Ω

Fvol(t, x) · u(x)dx +

∫
ω×{−1,1}

Fsurf(t, x) · u(x)da(x). (2.9c)

Thus, the only dependence in ε occurs through the scaling of the elastic strains.
By (2.1) and (2.2) and ε ∈ ]0, 1] we have the uniform convexity

Bε(U, P ) ≥ c(‖SεE(U)Sε‖2
L2+‖P‖2

L2) ≥ c(‖E(U)‖2
L2+‖P‖2

L2)

≥ cKornc‖U‖2
H1 + c‖P‖2

L2

(2.10)

independently of ε.

Remark 2.3 In principle we could use a different scaling for elastic and plastic strains
in (2.8), i.e. α 6= β. Moreover, for the dissipation potential one may consider the scaling
Rε(p) = εγR(p). Finally, the scaling of the total energy and total dissipation potential can
be assumed in the form Eε(t, U, P ) = 1

εδ Eε(t, uε, pε) and Rε(Ṗ ) = 1
εδRε(ṗε). The scaling

of both energetic terms must be the same to stay consistent with the energetic formulation
(2.7c). One may now explore the space of all possible scalings and will find the same model
as above, whenever we take α = β = γ and δ = 1+2α.

In the case α 6= β the proper scaling for the energy leads to δ = 1+2 min{α, β}.
Applying that δ to the dissipation potential we see that Rε tends to 0 if γ > δ−1−β,
which leads to the degenerate situation that plasticity does not dissipate energy. Hence it
occurs immediately in such a way that all plastic stresses are 0. In the case γ < δ−1−β
plastic changes would dissipate infinite energy and hence we find Ṗ ≡ 0, which leads to
pure elasticity. Only the case γ = δ−1−β produces classical plasticity.

Now returning to the choices of α and β. For α > β, the hardening becomes infinite
and we are lead to pure elasticity with P ≡ 0. For α < β one obtains rigid plasticity
where u ≡ 0.

2.3 The limiting elastoplastic plate model

Obviously, the energy Bε blows up for ε → 0 if the strains Ei3(U) do not vanish. Thus, we
expect the limit model to be defined on a reduced space, namely the so-called Kirchhoff-
Love displacements

UKL := {U ∈ H1
ΓD

(Ω; R3) | E13(U) = E23(U) = E33(U) = 0 }. (2.11)

The restrictions in UKL take the explicit form

∂x1U3 + ∂x3U1 = ∂x2U3 + ∂x3U2 = ∂x3U3 = 0 a.e. in Ω.
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The last equation equations implies that U3 is independent of x3. Using this the first two
equations imply that U1 and U2 are affine in x3. Defining

V := {V = (V1, V2, V3) ∈ H1
γD

(ω; R3) | V3 ∈ H2(ω), ∇V3 · ν = 0 on γD }

the space of Kirchhoff-Love displacements can be characterized via

UKL = {U = KV | V ∈ V } with

KV (x1, x2, x3) =

 V1(x1, x2)− x3∂x1V3(x1, x2)
V2(x1, x2)− x3∂x2V3(x1, x2)

V3(x1, x2)

 ,
(2.12)

see e.g. [CiD79, Cia97]. Note that the component U3 in UKL has gained higher smooth-
ness, namely U3 ∈ H2(Ω).

The limit model will be defined in such a way that it is restricted to UKL. The reduced
energy is obtained by relaxing the strains Ej3 in the following way. We decompose the
6-dimensional space R3×3

sym into two three-dimensional components by setting

E1,2 :=

(
E12 E12

E12 E12

)
∈ R2×2

sym, E3 := (E13,E23,E33) ∈ R3. (2.13a)

For A ∈ R2×2
sym and b ∈ R3 we define [[ A || b ]] ∈ R3×3

sym such that E = [[E1,2 ||E3 ]] , i.e.

[[ A || b ]] =

 A11 A12 b1

A12 A22 b2

b1 b2 b3

 . (2.13b)

Now we define a relaxed energy density depending only on E1,2, namely

W(E1,2, P ) := min{W( [[E1,2 || b ]] , P ) | b ∈ R3 }. (2.14)

The minimization of the energy density W with respect to b = E3 is a common feature
of linear and nonlinear plate theories, cf. [BC∗92, Cia97, LeR00, FJM06].

The definition of W in (2.14) implies the important lower estimate

W(SεESε, P ) ≥ W(E1,2, P ) for all ε ∈ [0, 1], (E, P ) ∈ R3×3
sym × R3×3

dev . (2.15)

Moreover there is a linear mapping N : R2×2
sym × R3×3

dev → R3 such that

N(E1,2, P ) = arg min{W( [[E1,2 || b ]] , P ) | b ∈ R3 }.

Some linear algebra shows that these definitions lead to the formula

W
(
[[E1,2 || b ]] , P

)
= W

(
E1,2, P

)
+ W2

(
b−N(E1,2, P )

)
with W2 : R3 → [0,∞[ ; b 7→ W( [[ 0 || b ]] , 0).

(2.16)

Explicit formulas for a special case will be given in Example 2.5.
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We now define the limit RIS (Q, E0,R0) as follows:

E0(t, U, P ) = B0(U, P )− 〈L(t), U〉 and R0(Ṗ ) =

∫
Ω

R(Ṗ (x))dx, where

B0(U, P ) =

{
B(U, P ) if U ∈ UKL,
∞ else.

with B(U, P ) =

∫
Ω

W(E1,2(U)(x), P (x))dx.

(2.17)

The following convergence result, which is the central aim of this paper, shows that
the solutions Qε = (Uε, Pε) of the RIS (Q, Eε,Rε) converge, for ε → 0, to solutions
Q0 = (U0, P0) of the limiting RIS (Q, E0,R0). The proof will be established in Section 4
on the basis of the abstract Γ-convergence theory for evolutionary problems developed in
Section 3. The specific properties of the limit system are discussed in Section 5. There
we will highlight in what sense the limit problem can be understood as an elastoplastic
plate model.

Theorem 2.4 Assume that the RIS (Q, Eε,Rε) are given as above for all ε ∈ [0, 1], where
L ∈ C1([0, T ];Q∗). Consider a family of solutions Qε : [0, T ] → Q, as defined in (2.7c)
for all ε ∈ [0, 1]. If the initial conditions satisfy

Qε(0) → Q0(0) and Eε(0, Qε(0)) → E0(0, Q0(0)) for ε → 0,

then for all t ∈ [0, T ] we have the convergences

Qε(t) → Q0(t), Eε(t, Qε(t)) → E0(t, Q0(t)),

∫ t

0

R(Ṗε(s))ds →
∫ t

0

R(Ṗ0(s))ds.

We end this section by showing the result of the relaxed energy density W for the
isotropic W considered in Example 2.1.

Example 2.5 We return to the isotropic W defined in (2.5), now for d = 3. Using
tr P = 0 we obtain the relaxed energy density

W(E1,2, P ) =
λµ

λ+2µ

(
tr(E1,2−P 1,2)

)2
+ µ|E1,2−P 1,2|2 +

h

2
|P |2

as well as the relations

N(E1,2, P ) = (P13, P23,− λ
λ+2µ

trE1,2+ 2µ
λ+2µ

P33)
T, W2(b) = 2µb2

1 + 2µb2
2 + λ+2µ

2
b2
3.

3 Γ-convergence for RIS with quadratic energies

In this section we consider general families (Q, Eε,Rε)ε∈]0,1] of RIS and study the con-
vergence of the associated solutions qε in the limit ε → 0. The aim is to establish fairly
general conditions on the convergences of (Eε,Rε) to (E0,R0) that guarantee that the
solutions qε converge to the solution q of the limit system (Q, E0,R0), which we then call
the Γ-limit of the above family.

For rate-independent systems a general strategy for Γ-convergence was developed in
[MRS08], which found numerous applications in, e.g., fracture [GiP06a], homogeniza-
tion [MiT07], numerical approximation [KMR05, GiP06b, MiR09a], and delamination
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[RSZ09, MRT10]. Here we specialize this theory to the case that Eε(t, ·) : Q → R∞ is
a quadratic functional, as it is the case in linearized elastoplasticity. Thus, the abstract
theory is simplified in two respects. First, the systems under consideration have unique
solutions and we do not need to consider subsequences. Second, the quadratic nature of
the energy allows for a simpler construction of recovery sequences by using the quadratic
trick introduced in [MiT07], see Proposition 3.2.

3.1 Abstract setup and Γ-convergence result

Our result is formulated abstractly in terms of Γ convergence of Eε(t, ·) towards E0(t, ·),
where we use the weak and the strong topologies in the underlying separable Hilbert
space Q. We use the notions of Mosco convergence (cf. [Att84, Dal93]) and continuous

convergence for functionals In, denoted by In
M−→ I and In

c
 I, respectively. The

definitions are as follows:

In
M−→ I ⇐⇒


(i) Liminf estimate:

qn ⇀ q =⇒ I(q) ≤ lim infn→∞ In(qn),

(ii) Limsup estimate (existence of recovery sequences)
∀ q̂ ∈ Q ∃ (q̂n)n : q̂n → q̂ and I(q̂) ≥ lim supn→∞ In(q̂n).

(3.1)

In
c
 I ⇐⇒

(
qn → q =⇒ In(qn) → I(q)

)
. (3.2)

Our precise assumptions on the family (Q, Eε,Rε)ε∈[0,1] are the following. Note that
often the limit functionals E0 and R0 are included in the assumptions via ε = 0. The
assumptions (3.3a)–(3.3c) provide some uniform a priori estimates, while (3.3d) and (3.3e)
are the main convergence assumptions.

Eε(t, q) = Bε(q)− 〈`ε(t), q〉 with Bε quadratic and wlsc

and `ε ∈ C1([0, T ];Q∗);
(3.3a)

Rε : Q → [0,∞] is 1-homogeneous, wlsc, and convex; (3.3b)

∃ β, C > 0 ∀ (t, q) ∈ [0, T ]×Q ∀ ε ∈ [0, 1] :

Bε(q) ≥ β
2
‖q‖2, ‖`ε(t)‖Q∗ ≤ C, ‖ ˙̀

ε(t)‖Q∗ ≤ C;
(3.3c)

Bε
M−→ B0 and ∀ t ∈ [0, T ] : `ε(t) → `0(t) in Q∗; (3.3d)

Rε
c
 R0 and Rε

M−→ R0. (3.3e)

In the last condition “
c
 ” means that every strongly converging sequence is a recovery

sequence. The additional condition “
M−→” is need to guarantee R0(q0) ≤ lim infε→0Rε(qε)

whenever qε ⇀ q0. Note that we only ask for continuous convergence in the norm topology,
which is in contrast to [KMR05, MRS08, MiR09a], where the more restrictive continuous
convergence in the weak topology is used. Thus, we follow [MiT07] and exploit the
quadratic structure (3.3a) of Eε for the construction of the mutual recovery sequence, see
Proposition 3.2.

Our aim is to establish the following convergence result for the solutions qε of the
RIS (Q, Eε,Rε). We obtain strong convergence of the solutions qε towards solutions q0 of

10



the limiting problem (Q, E0,R0). Moreover, the solutions qε(t) are recovery sequences for
q0(t), see (3.5b).

Theorem 3.1 Let the assumptions (3.3) hold. Moreover, choose a family (q0
ε)ε∈[0,1] of

initial data such that the following conditions hold:

∀ ε ∈ [0, 1] ∀ q̃ ∈ Q : Eε(0, q
0
ε) ≤ Eε(0, q̃) +Rε(q̃ − q0

ε), (3.4a)

q0
ε ⇀ q0

0 and Eε(0, q
0
ε) → E0(0, q

0
0). (3.4b)

Then, the unique solutions qε : [0, T ] → Q for the RIS (Q, Eε,Rε) with qε(0) = q0
ε satisfy,

for all t ∈ [0, T ], the convergences

qε(t) → q0(t), (3.5a)

Eε(t, qε(t)) → E0(t, q0(t)), (3.5b)

DissRε(qε, [0, t]) → DissR0(q0, [0, t]), (3.5c)

〈 ˙̀ε(t), qε(t)〉 → 〈 ˙̀0(t), q0(t)〉. (3.5d)

Here, for any q : [0, T ] → Q and 0 ≤ r < s ≤ T we used the notation

DissR(q, [r, s]) := sup{
N∑

j=1

R(q(tj)−q(tj−1)) |N ∈ N, r < t0 < t1 < · · · < tN < s },

which is defined for all functions (defined for all t ∈ [0, T ]). For absolutely continuous
functions we have

DissR(q, [r, s]) =

∫ s

r

R(q̇(t))dt.

Using the liminf estimate from Rε
M−→ R0 it is standard to show that DissRε is lower

semicontinuous in the sense that(
∀ t ∈ [0, T ] : qε(t) ⇀ q0(t)

)
=⇒ DissR0(q0, [0, T ]) ≤ lim inf

ε→0
DissRε(qε, [0, T ]). (3.6)

3.2 Quadratic forms

Here we discuss some abstract results on quadratic forms and their Γ-convergence. We
refer to [Dal93, Ch. 13] for the general background and more details.

A functional B : Q → R∞ is called a quadratic form, if it is homogeneous of degree 2
and satisfies the parallelogram identity, i.e.,

B(λq) = λ2B(q), B(q+q̃) + B(q−q̃) = 2B(q) + 2B(q̃)

for all λ ∈ R and q, q̃ ∈ Q. Note that B may take the value +∞ here. Throughout we
assume that our quadratic forms are coercive and weakly lower semicontinuous, i.e.,

∃ β > 0 ∀ q ∈ Q : B(q) ≥ β

2
‖q‖2,

qn ⇀ q =⇒ B(q) ≤ lim inf
n→∞

B(qn).

11



We define the domain V = domB = { q ∈ Q | B(q) < ∞}, which is a Hilbert space, when
equipped with the norm ‖q‖B = B(q)1/2. Clearly, V is continuously embedded into Q.
We denote by QB the closure of V in Q.

There is a symmetric bounded linear operator A : V → V∗ such that

B(q) =

{
1
2
〈Aq, q〉 for q ∈ V,
∞ for q ∈ Q\V.

Using the Gelfand triple V
dense
⊂ QB ∼= Q∗

B
dense
⊂ V∗, we also define a unique self-adjoint

operator A+ : D → Q∗
B with

D := { q ∈ V | ∃C > 0 ∀ q̃ ∈ V : |〈Aq, q̃〉| ≤ C‖q̃‖ }

and 〈A+q, q̃〉 = 〈Aq̃, q〉 for q, q̃ ∈ V. Clearly, we have

D
dense
⊂ V

dense
⊂ QB (3.7)

with respect to the strong topology in Q. We also introduce the Q-orthogonal projection
P : Q → QB and observe that for each ` ∈ Q∗ the minimization problem

q ∈ arg min{B(q)− 〈`, q〉 | q ∈ Q }

has the unique minimizer q = A−1P ∗`.
We now consider a family (Bε)ε∈[0,1] of quadratic forms that are all weakly lower

semicontinuous and uniformly coercive, i.e.,

∃ β > 0 ∀ ε ∈ [0, 1] ∀ q ∈ Q : Bε(q) ≥
β

2
‖q‖2. (3.8)

We denote the corresponding subspaces by Dε ⊂ Vε ⊂ Qε = Vε ⊂ Q and the operators
by A+

ε : Dε → Q∗
ε, Aε : Vε → V∗

ε , and the projections Pε : Q → Qε.
We now study the situation that B0 is the Mosco limit of Bε. We follow the ideas

in [Mie08, Sect. 2.2], where the case of Mosco convergence leads to the stronger recovery
condition (R3)∗. The following result contains first the construction of the mutual recovery
sequence (q̂ε)ε>0, which will be crucial for Step 3 in the proof of Theorem 3.1. Second we
show that under our assumptions every recovery sequence converges strongly.

Proposition 3.2 Assume Bε
M−→ B0 and the uniform coercivity (3.8). Then the following

three statements hold:

(i) For q̂0 ∈ D0 let q̂ε = A−1
ε P ∗

ε A+
0 q̂0 = arg min{Bε(q)− 〈A+

0 q̂0, q〉 | q ∈ Q }, then

q̂ε → q̂0, (3.9a)

Bε(q̂ε) → B0(q̂0), (3.9b)

if qε ⇀ q0 and supε∈[0,1] Bε(qε) < ∞,

then Bε(qε+q̂ε)− Bε(qε) → B0(q0+q̂0)− B0(q0).
(3.9c)

(ii) Every recovery sequence for q0 with B0(q0) < ∞ converges strongly.
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Proof: Throughout this proof we will use the following simple observation:

∀ ξ ∈ Q∗ ∀ qε with Bε(qε) < ∞ : 〈P ∗
ε ξ, qε〉 = 〈ξ, qε〉. (3.10)

This follows simply from qε ∈ Vε giving Pεqε = qε.
Ad (i). For q̂0 ∈ D0 the essential feature is A+

0 q̂0 ∈ Q∗, which implies that L : q 7→
〈A+

0 q̂0, q〉 is continuous. Hence, we conclude that Bε−L
Γ−→ B0−L, and the classical prop-

erties of Γ-convergence provide convergence of minimizers and of the minimum energies,
thus we have q̂ε ⇀ q̂0 and (3.9b).

To prove q̂ε → q̂0 we use that Mosco convergence implies the existence of at least one
strongly converging recovery sequence, let us call it q̃ε, i.e. q̃ε → q̂0 and Bε(q̃ε) → B0(q̂0).
Hence, (3.9a) will follow from ‖q̃ε−q̂ε‖ → 0. Since q̃ε, q̂ε ∈ Vε we have

β

2
‖q̃ε−q̂ε‖2 ≤ Bε(q̃ε−q̂ε) = Bε(q̃ε)− 〈Aεq̂ε, q̃ε〉+ Bε(q̂ε)

= Bε(q̃ε)− 〈P ∗
ε A+

0 q̂0, q̃ε〉+ Bε(q̂ε) = Bε(q̃ε)− 〈A+
0 q̂0, q̃ε〉+ Bε(q̂ε)

→ B0(q̂0)− 〈A+
0 q̂0, q̂0〉+ B0(q̂0) = 0,

where we used (3.8), the quadratic structure, the definition of q̂ε, and (3.10) for q̃ε. Thus,
(3.9a) is established.

To obtain (3.9c) we use (3.10) for qε and obtain, for all ε ∈ [0, 1], the convergence

Bε(qε+q̂ε)− Bε(qε) = Bε(q̂ε) + 〈Aεq̂ε, qε〉
= Bε(q̂ε) + 〈A+

0 q̂0, qε〉 → B0(q̂0) + 〈A+
0 q̂0, q0〉 = B0(q0+q̂0)− B0(q0).

Hence, the desired relation (3.9c) is established.
Ad (ii). To obtain strong convergence of every recovery sequence, we proceed as in

the previous part but approximate q0 ∈ V0 = domB0. We first construct a family (qδ)δ>0

such that
qδ ∈ D0 and β

2
‖qδ−q0‖2 ≤ B0(q

δ−q0) → 0 for δ → 0. (3.11)

Next we consider the family q̂δ
ε = A−1

ε P ∗
ε A+

0 qδ. From the above we know that

∀ δ > 0 : q̂δ
ε → qδ for ε → 0. (3.12)

Now consider an arbitrary recovery sequence qε ⇀ q0 such that Bε(qε) → B0(q0). We
estimate the norms via

‖qε−q0‖ ≤ ‖qε−q̂δ
ε‖+ ‖q̂δ

ε−qδ‖+ ‖qδ−q0‖. (3.13)

To estimate the first term on the right-hand side we proceed as above and obtain
β
2
‖qε−q̂δ

ε‖2 ≤ Bε(qε−q̂δ
ε) = Bε(qε) + Bε(q̂

δ
ε)− 〈P ∗

ε A+
0 qδ, qε〉

→ B0(q0) + B0(q
δ)− 〈A+

0 qδ, q0〉 = B0(q
δ−q0).

(3.14)

Now, by (3.11) for any ρ > 0 we can fix δ > 0 such that

‖qδ−q0‖ < ρ/4 and B0(q
δ−q0) < βρ2/8.

By (3.12) and (3.14) we can choose an ε0 > 0 such that for all ε ∈ ]0, ε0[ we have

‖q̂δ
ε−qδ‖ < ρ/4 and ‖qε−q̂δ

ε‖ ≤
(

2
β
B0(q

δ−q0)
)1/2

+ ρ/4 < ρ/2.

Inserting this into (3.13), we have shown ‖qε−q0‖ < ρ for all ε ∈ ]0, ε0[, which is the
desired strong convergence.
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3.3 Proof of Theorem 3.1

In this section we provide the full proof of the abstract Γ-convergence result for the
quadratic rate-independent systems given in Section 3.1.

Proof: [of Theorem 3.1] We first note that the assumptions (3.3a) and (3.3b) imply that
for each ε ∈ [0, 1] and each stable initial condition q0

ε , see (3.4a), there is a unique energetic
solution (see Theorem 2.2). The convergence result will be a special case of [MRS08,
Sect. 3]. However, we will provide the main steps of the proof for the convenience of the
reader. We will follow the same six steps of the argument as in [FrM06, MRS08, MiR09b].

Step 1: A priori estimates. Using (3.3c) and (3.4b) we obtain the uniform bounds

‖qε‖C0([0,T ];Q) + ‖q̇ε‖L∞([0,T ];Q) ≤ C1

for all ε ∈ [0, 1].

Step 2: Selection of subsequences. Via the selection principle of Arzela-Ascoli we find a
subsequence (εk)k∈N and a limit function q∗ ∈ CLip([0, T ];Q) such that for all t ∈ [0, T ]
we have

0 < εk → 0 and qεk
(t) ⇀ q∗(t) for k →∞. (3.15)

The aim is to show that q∗ is the unique solution q0, then we conclude the convergence of
the full family (qε)ε, without taking a subsequence. By (3.4b) we already know q∗(0) = q0

0,
and it remains to show that q∗ is an energetic solution.

Step 3: Stability of the limit. We want to establish the stability of q∗(t), i.e.

∀ t ∈ [0, T ] ∀ q̃ ∈ Q : E0(t, q∗(t)) ≤ E0(t, q̃) +R0(q̃−q∗(t)). (3.16)

For this we use the quadratic structure of Eε by employing the results of the Section
3.2. We fix from now on the time t and write q0 and qε for q∗(t) and qε(t), respectively.
Obviously, stability is equivalent to

∀ q̂ ∈ Q : 0 ≤ Bε(qε+q̂)− Bε(qε)− 〈`ε, q̂〉+Rε(q̂). (3.17)

We have this condition for ε > 0 and want to establish it for ε = 0. Clearly, we have
Bε(qε) < ∞ for all ε ∈ [0, 1], and it suffices to check (3.17)ε=0 for q̂ ∈ V0 = domB0 only.

For this we restrict first to the case q̂0 ∈ D0 and consider the mutual recovery sequence
q̂ε constructed in Proposition 3.2. We insert q̂ε into (3.17) and see that we can pass to
the limit in all terms. The first two terms converge to B0(q0+q̂0)−B0(q0) by (3.9c). The
third term converges since both factors in the duality product converge strongly, and for
the last term we have Rε(q̂ε) → R0(q̂0) using (3.9a) and (3.3e). Thus, (3.17) with ε = 0
holds for all q̂0 ∈ D0, i.e.

∀ q̂0 ∈ D0 : 0 ≤ J (q̂0) := B0(q0+q̂0)− B0(q0)− 〈`0, q̂0〉+R0(q̂0). (3.18)

The functional J : V0 → R is coercive and convex. Moreover, it is continuous, if V0

is considered as the Hilbert space equipped with the norm ‖q‖V0 = B0(q)
1/2. Since D0 is

dense in V0 (see (3.7)), the minimum of J over V0 is equal to the infimum of J over D0,
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which is 0. Thus, we conclude J (q̂) ≥ 0 for all q̂ ∈ V0. As J (q̂) = ∞ for q̂ ∈ Q\V0 we
have established the desired stability (3.16) of q0 = q∗(t).

Step 4: Upper energy estimate. The energy balance for qε reads

Eε(t, qε(t)) + DissRε(qε, [0, t]) = Eε(0, qε(0))−
∫ t

0

〈 ˙̀ε(s), qε(s)〉ds.

Using (3.15) we can pass to the limit εk → 0 by employing (3.3d) for the first term, (3.6)
for the second term, (3.4b) for the third term and (3.3d) and (3.15) for the fourth term.
This leads to the estimate

E0(t, q∗(t)) + DissR0(q∗, [0, t]) ≤ E0(0, q0(0))−
∫ t

0

〈 ˙̀0(s), q∗(s)〉ds.

Here we use liminf-estimates on the left-hand side (viz. (3.3d) and (3.6)), while conver-
gences hold on the right-hand side.

Step 5: Lower energy estimate. The lower energy estimate for q∗ follows solely from the
stability of q∗ derived in Step 3. For any partition 0 = t0 < t1 < · · · < tN−1 < tN = T ,
the stability of q∗(tj−1) implies

E0(tj−1, q∗(tj−1)) ≤ E0(tj−1, q∗(tj)) +R0(q∗(tj)− q∗(tj−1))

= E0(tj, q∗(tj)) +R0(q∗(tj)− q∗(tj−1))−
∫ tj

tj−1

〈 ˙̀0(s), q∗(tj)〉ds.

Rearranging and summing over j ∈ {1, ..., N} gives

E0(T, q∗(T )) +
N∑

j=1

R0(q∗(tj)−q∗(tj−1)) ≥ E0(0, q∗(0))−
∫ T

0

〈 ˙̀0(s), q∗(s)〉ds,

where q∗ is the piecewise constant interpolant with the value q∗(tj) for t ∈ ]tj−1, tj]. Taking
the fineness of the partitions to 0 the right-hand side converges while the left-hand side
can be estimated from above giving the desired lower energy estimate

E0(T, q∗(T )) + DissR0(q∗, [0, T ]) ≥ E0(0, q∗(0))−
∫ T

0

〈 ˙̀0(s), q∗(s)〉ds. (3.19)

Together with the results of Steps 3 and 4 we conclude that q∗ is equal to the unique
energetic solution q0 for (Q, E0,R0) with q0(0) = q0

0.

Step 6: Improved convergence. We already have established weak convergence instead
of the the strong convergence stated in (3.5a), see (3.15). Using (3.3d) the convergence
(3.5d) follows immediately. The convergences (3.5b) and (3.5c) follow, since we have the
obvious liminf estimate for both of them. However, Steps 4 and 5 show that the sum
converges to the correct limit. This implies that each of them converges to the desired
limit.

Using the energy convergence (3.5b) and the weak convergence qε(t) ⇀ q0(t) we see

that qε(t) is a recovery sequence for q0(t) for Bε
M−→ B0. Thus, using Proposition 3.2(ii)

we conclude the strong convergence qε(t) → q0(t) as stated in (3.5a).

15



4 Justification of the elastoplastic plate model

In this section we provide the proof of the limit passage stated in Theorem 2.4. The main
step is the Mosco convergence of the quadratic forms Bε defined in (2.9) for ε > 0 and
(2.17) for ε = 0, respectively. All notions of convergence (weak and strong) as well as the
norm will relate to the basic Hilbert space Q ⊂ H1(Ω; R3) × L2(Ω; R3×3

dev ). The proof is
similar to the approach devised in [BC∗92], but needs to be repeated as we use a more
general material law involving also the plastic variable.

Proposition 4.1 Under the assumptions of Section 2 we have the Mosco convergence

Bε
M−→ B0.

Proof: Liminf estimate for weak convergence. For all sequences Qε ⇀ Q0 we have to
show B0(Q0) ≤ lim infε→0 Bε(Qε).

First consider the case U0 6∈ UKL. Since U 7→ ‖E3(U)‖2
L2 is convex and lower semicon-

tinuous, we find lim infε ‖E3(Uε)‖L2 > 0. Using the coercivity of Bε in (2.10) we conclude

Bε(Qε) ≥ c‖SεE(U)Sε‖2
L2 ≥

c

ε
‖E3(Uε)‖2

L2 →∞ = B0(Q0).

For U0 ∈ UKL we use B0(Q0) = B(Q0) and employ estimate (2.15) giving Bε(Q) ≥ B(Q).
Since B is convex and lower semicontinuous, we conclude via

lim inf
ε→0

Bε(Qε) ≥ lim inf
ε→0

B(Qε) ≥ B(Q0) = B0(Q0).

Limsup estimate for strongly converging recovery sequences. The result is trivial for
U0 6∈ UKL as B0(Q0) = ∞, since we may take Qε = Q0.

For U0 ∈ UKL we have to do a nontrivial construction. We use the splitting of W into
W and W2 as given in (2.16). This leads to the splitting

Bε(Q) = B(Q) + J
(

1
ε
SεE

3(U)−N(E1,2(U), P )
)

with J (b) =

∫
Ω

W2(b(x))dx.

Since B is strongly continuous on Q and J on L2(Ω; R3), it remains to be shown that for
each Q0 ∈ Q there exist Qε ∈ Q such that

Qε = (Uε, Pε) → Q0 in Q and 1
ε
SεE

3(Uε)−N(E1,2(Uε), Pε) → 0 in L2(Ω; R3). (4.1)

We construct Qε in the form

Qε = (Uε, P0) with Uε = U0 + εS−1
ε W ε,

where Wε is constructed as follows. Set n0 = N(E1,2(U0), P0) ∈ L2(Ω; R3) and define the
regularization nε = (nε

1, n
ε
2, n

ε
3) via the unique solutions of the elliptic equations

−ε∆nε
j + nε

j = n0
j in Ω; nε

j = 0 on ∂Ω.

Standard elliptic estimates give the a priori estimates

ε‖∇nε
j‖2

L2 + ‖nε
j‖2

L2 = ‖n0
j‖2

L2 and nε → n0 in L2(Ω; R3). (4.2)
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Now W ε = (W ε
1 , W ε

2 , W ε
3 ) is defined via integration over x3, namely

W ε
j (x) = cj

∫ x3

−1

nε
j(x1, x2, ξ)dξ, where (c1, c2, c3) = (2, 2, 1).

This implies ‖W ε‖L2 + ε1/2‖∇W ε‖L2 ≤ C, and we conclude ‖Qε −Q0‖ = ‖εS−1
ε W ε‖H1 ≤

ε1/2C → 0, which is the first condition in (4.1).
Moreover, using U0 ∈ UKL we find

1
ε
SεE

3(Uε) = 0 + 1
ε
SεE

3((εW ε
1 , εW ε

2 , ε2W ε
3 )T) = nε + ε

2
(∂x1W

ε
3 , ∂x2W

ε
3 , 0)T.

Thus, we obtain the estimate

‖1
ε
SεE

3(Uε)−N(E1,2(Uε, P )‖L2

= ‖nε + ε
2
(∂x1W

ε
3 , ∂x2W

ε
3 , 0)T − n0 −N(E1,2(εS−1

ε W ε), 0)‖L2

≤ ‖nε − n0‖L2 + ε‖∇W ε
3 ‖L2 + ε|N |‖∇W ε‖L2 ≤ ‖nε − n0‖L2 + Cε1/2.

Using (4.2) we obtain the second convergence stated in (4.1).

Proof of Theorem 2.4: We show that the abstract result presented in Theorem 3.1
can be applied. For this we need to check that the assumptions (3.3) are satisfied for the
elastoplastic problem discussed in Section 2. Note that for this case we have `ε(t) = L(t)
and Rε = R, since no dependence on ε is present. The conditions (3.3a) and (3.3b) are
obviously satisfied. Condition (3.3c) holds after taking (2.10) into account.

The Mosco convergence Bε
M−→ B0 was established in Proposition 4.1, thus (3.3d) holds

since `ε = L is independent of ε.
For the ε-independent dissipation potential Rε = R the continuous convergence Rε

c
 

R0 reduces to strong continuity of R, cf. the definition in (3.2). By condition (2.3) the
strong continuity of V 7→ R(V ) for V ∈ L2(Ω; R3×3

dev ) is obvious. The Mosco convergence

Rε
M−→ R, additionally asks for weak lower semicontinuity, which follows immediately

from convexity and strong continuity. Hence (3.3e) is established as well.
Thus, Theorem 2.4 follows as a direct consequence of Theorem 3.1.

5 Discussion of the elastoplastic plate model

In this section we show that the limit model obtained in Section 2.3 can be reduced to a
two-dimensional elastic problem coupled to plastic effects that can either be described by
a three-dimensional model without memory or by a Prandtl-Ishlinskii operator associated
to each point y ∈ ω.

For notational simplicity, we will restrict now to the special isotropic energy W and
its relaxed stored energy density W treated in the Examples 2.1 and 2.5. Thus, we are
also in the same framework as [GKS08], and can compare the results easily.

5.1 Coupling of stretching, bending, and plasticity

The main observation is that the Kirchhoff-Love displacements U ∈ UKL can be character-
ized by functions defined only on the midplane ω. Thus, the energy E0 can be reduced by
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integrating over the variable x3. We will use the letter y to indicate points in ω. From now
on, ∇ and ∆ will only act on y ∈ ω, i.e. ∇ = (∂y1 , ∂y2)

T, ∆ = ∂2
y1

+∂2
y2

, and D2V3 ∈ R2×2
sym

denotes the Hessian of V3 : ω → R. Moreover we will use the two-dimensional in-plane
strain tensor

E1,2(V ) =
1

2

(
∇V 1,2+(∇V 1,2)T

)
, where V 1,2 = (V1, V2)

T,

which does not depend on V3.
Concerning the variable P ∈ L2(Ω; R3×3

dev ) we will use Ω = ω × ]−1, 1[ and the identifi-
cation

L2(ω × ]−1, 1[ ; R3×3
dev )

∼
= L2

(
ω;L) with L := L2(]−1, 1[ ; R3×3

dev ).

Thus, with each point y ∈ ω we associate an internal variable P (y, ·) ∈ L.
Using the isomorphism K between V and UKL (see (2.12)) we see that the rate-

independent system (RIS) (Q, E0,R0) is equivalent to the RIS (QKL, EKL,R) with

QKL := V × L2(ω;L), R(P ) =

∫
ω

1∫
−1

R(P (y, x3))dx3 dy,

EKL(t, V, P ) :=

∫
ω

W (E1,2(V ), D2V3(y), P (y))dy − 〈`KL(t), V 〉, where

W (E, H, P ) = Wmemb(E, [P 1,2]0]) + Wbend(H, [P 1,2]1) + Wplast(P ),

Wmemb(E, Π) = 2λµ
λ+2µ

(
(tr E)2 − tr E tr Π

)
+ 2µ

(
|E|2 − E:Π

)
,

Wbend(H, Π) = 2λµ
λ+2µ

(
1
3
(tr H)2+ tr H tr Π

)
+ 2µ

(
1
3
|H|2 + H:Π

)
,

Wplast(P ) = λµ
λ+2µ

‖ tr P 1,2‖2
2 + µ‖P 1,2‖2

2 + h
2
‖P‖2

2,

〈`KL(t), V 〉 =

∫
ω

Gmemb(t, y) · V 1,2(y) + gbend(t, y)V3(y) + Gbend(t, y) · ∇V3(y)dy,

Gmemb(t, y) = [F 1,2
vol (t, y, ·)]0+F 1,2

surf(t, y, 1)+F 1,2
surf(t, y,−1),

gbend(t, y) = [Fvol 3(t, y, ·)]0+Fsurf 3(t, y, 1)+Fsurf 3(t, y,−1),

Gbend(t, y) = F 1,2
surf(t, y,−1)−F 1,2

surf(t, y, 1).

Here V 1,2 = (V1, V2)
T ∈ R2, and E, H, Π ∈ R2×2

sym are placeholders for E1,2(V ), D2V3, and
[P 1,2]k, respectively, and we used the short-hand notations

A:B =
2∑

i,j=1

AijBij, [g]0 =
∫ 1

−1
g(x3)dx3, [g]1 =

∫ 1

−1
x3g(x3)dx3, ‖g‖2

2 =
∫ 1

−1
|g(x3)|2 dx3.

The important structure in the form of W is that the membrane strains E = E1,2(V ) only
couple to the (even) averages [P 1,2]0, while the bending strains H = D2V3 only couple to
the (odd) averages [P 1,2]1.

To highlight the structure of the derived evolutionary system obtained via the RIS
(QKL, EKL,R) we know write down the corresponding differential inclusion, cf. (2.7a)
versus the energetic formulation (2.7c). It consists of two elliptic systems, one for the
membrane part and one for the bending part, and the plastic flow law. Both elliptic
systems are nontrivially coupled to the plastic part via the strain tensors

∂EWmemb(E, Π) = Σ0(2E−Π) ∈ R2×2
sym, ∂HWbend(A, p) = Σ0(

2
3
H+Π) ∈ R2×2

sym,
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where Σ0(E) := % tr E I2 + 2µE with % := 2λµ
λ+2µ

. The system reads

0 = − div
(
Σ0(2E

1,2(V ))−[P 1,2]0)
)
−Gmemb(t, ·) in ω, (5.1a)

0 = div div
(
Σ0(

2
3
D2V3+[P 1,2]1)

)
− gbend(t, ·)− div Gbend(t, ·) in ω, (5.1b)

0 ∈ ∂R(Ṗ ) + dev
(
[[ Σ0(P

1,2−E1,2(V )+x3D
2V3) || 0 ]]

)
+ hP in Ω, (5.1c)

where we recall the notation [[ A || b ]] ∈ R3×3
sym for A ∈ R2×2

sym and b ∈ R3 from (2.13b).
We see that (5.1a) is a second-order membrane equation for the in-plane displacements

V 1,2 = (V1, V2) with the average plastic strains [P 1,2]0 acting as plastic strains. The fourth-
order equation (5.1b) for the out-of-plane displacement V3 generalizes Kirchhoff’s plate
equation, where now the first moments [P 1,2]1 (odd averages) act as plastic strains. The
flow law (5.1c) is still posed on Ω = ω × ]−1, 1[, but the important point is that the
coupling with E1,2(V ) and D2V3 occurs only via special x3-dependent profiles, namely 1
and x3, respectively.

5.2 Nontrivial coupling of the membrane and bending mode via
plasticity

We want to exemplify the nontrivial coupling by comparing two simple examples of load-
ing, which would give the same result, if there is no coupling.

In Example 1, we first load and unload the plate in a uniaxial stretch in direction x1.
Then, we load in a bending mode and unload again. In Example 2 we first do the bending
and then the uniaxial stretching.

In both situations we assume strains independent of y ∈ ω leading to the displacements

V (t, y) = (δ(t)y1, δ(t)y2, γ(t)(y2
1+y2

2)/2)T, (5.2)

where the scalar stretch δ and the the scalar bending γ(t) are to be determined. Clearly,
we have E1,2(V ) = δ(t)I2 and H(t) = D2V3 = γ(t)I2.

Assuming that the dissipation potential R is of the form R(Ṗ ) = r|Ṗ |, we can now
find a solution P of the flow rule (5.1c) in the form

P (t, y, x3) = π(t, x3) diag(1, 1,−2), π(t, x3) = 0. (5.3)

For this it is necessary and sufficient that π(t, x) ∈ R solves the scalar hysteresis problem
given by the differential inclusion

0 ∈ r Sign(π̇) + 2
3
(%+µ)

(
π − δ + x3γ

)
+ hπ. (5.4)

To simplify the computations, we choose r = 2
3
(%+µ) = 1 and h = 0.

Using the hat function χ(t) = max{0, 2−|2−t|}, Example 1 is given by the loadings
δ(t) = χ(t) and γ(t) = χ(t−4). The solution is given by

π(1)(t, x3) =


max{0, min{t−1, 1}} for t ∈ [0, 4],

1− x3(t−4) for t ∈ [4, 6] and x3 ≥ 0,
1 for t ∈ [4, 6] and x3 ≤ 0,

min{1, 1−2x3} for t ∈ [6, 8].
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Now we consider Example 2 with stretching after bending, i.e. γ(t) = χ(t) and δ(t) =
χ(t−4). The solution reads

π(2)(t, x3) =


max{min{1−tx3, 0},−1−tx3} for t ∈ [0, 2],

π(2, x3) for t ∈ [2, 4],
min{5−t, π(2, x3)} for t ∈ [4, 6],

−1 for t ∈ [6, 8].

By comparing the two solutions, it is clear that the bending and stretching phases behave
differently if they start from the unstressed initial condition from the pre-stressed state
left over from the over phase.

We refer to [Lie08] for more details.

5.3 Reduction to 2D model via Prandtl-Ishlinskii operators

We now show how the plastic flow law (5.1c) can be encoded into a hysteresis operator,
which does not explicitly show the dependence on the variable x3. This generalizes the
idea in [GKS08].

We first note that (5.1c) can be rewritten in the form

0 ∈ ∂R(Ṗ ) + AP − L(t), P (0) = 0, (5.5)

where R is as before and A is a symmetric and positive definite linear operator on R3×3
dev ,

while L ∈ CLip([0, T ]; R3×3
dev ) is some loading. For simplicity we have added the trivial

initial condition P (0) = 0 and we will further assume L(0) = 0. (In fact, it would suffice
to assume the stability condition 0 ∈ ∂R(0) + AP (0)− L(0), cf. Theorem 2.2.)

For each loading L ∈ CLip
0 ([0, T ]; R3×3

dev ), where the subscript 0 stand for the initial
condition L(0) = 0, there is a unique solution P ∈ CLip

0 ([0, T ]; R3×3
dev ). This defines the

(vector-valued) play operator P (cf. [Vis94, BrS96, Kre99]) associated with E = ∂R(0)
and A via

PE[L](t) := P (t).

We define the “parallel extension” of PE from R3×3
dev to L = L2(]−1, 1[ ; R3×3

dev ) via

PE[L](t, x3) := PE[L(·, x3)](t),

where now L ∈ CLip
0 ([0, T ];L). We call this a parallel extension as the play operators at

different values of x3 do not interact.
We want to use the play operator PE to describe the coupled system (5.1) for the

elastoplastic plate. We do this by superimposing such play operators by using the special
coupling structure. Recall that the first two equations for V are coupled to P (t, ·) ∈
L = L2(]−1, 1[ ; R3×3

dev ) only via the averages [P (t, ·)]0 and [P (t, ·)]1, and additionally the
equation for P is forced by E = E1,2(V ) and H = D2V only via the “dual construction”.

The forcing via E and H in (5.1c) can be described via the mapping

M :

{
R2×2

sym × R2×2
sym → L = L2(]−1, 1[ ; R3×3

dev ),
(E, H) 7→ dev( [[ Σ0(x3H−E) || 0 ]]

)
.
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A simply calculation shows that the adjoint mapping takes the form

M∗ :

{
L = L2(]−1, 1[ ; R3×3

dev ) → R2×2
sym × R2×2

sym,
P 7→

(
−Σ0([P

1,2]0), Σ0([P
1,2]1)

)
.

Note that M∗P contains exactly all the P -dependent terms occurring in (5.1a) and (5.1b).
Thus, we are able to define a generalized Prandtl-Ishlinskii operator as a generalized

contraction of an infinite family of play operators as follows

P :

{
CLip

0 ([0, T ]; R2×2
sym × R2×2

sym) → CLip
0 ([0, T ]; R2×2

sym × R2×2
sym),

(E, H) 7→ M∗PE[M(E, H)].

The usage of M and M∗ in the contraction means that the hysteresis operator P still has
the usual symmetry properties and is compatible with the energetic formulation.

Denoting the components of P corresponding to E and H by PE and PH , respectively,
we are now able to rewrite the coupled system (5.1) for the elastoplastic plate in terms of
the elliptic partial differential equations only, since the plastic evolution law is hidden in
the hysteresis operator P:

− div
(
Σ0

(
E1,2(V )

)
+ PE

[
E1,2(V ), D2V3

]
(t)

)
= Gmemb(t, ·), (5.6a)

div div
(
Σ0

(
D2V3

)
+ PH

[
E1,2(V ), D2V3

]
(t)

)
= gbend(t, ·)+ div Gbend(t, ·). (5.6b)

We can restrict to the pure bending case, as was done in [GKS08], if we assume that
Gmemb ≡ 0 and that P (t, y, ·) is odd. Then, V 1,2 ≡ 0 for all times. Then, we can forget
about E and restrict our attention to H only. This allows us to give PH a more explicit
form, which appear to be a true Prandtl-Ishlinskii operator. To see this, we use a classical
scaling law for play operators, namely

PE[αL] = αP 1
α

E[L] for every constant α 6= 0.

This leads to the final formula

PH [H] = [Σ0(PE[x3 dev( [[ Σ0(H(·)) || 0 ]] )])]1

= Σ0

(∫ 1

−1

x2
3P 1

x3
E

[
dev

(
[[ Σ0(H(·)) || 0 ]]

)]
dx3

)
,

Thus, our hysteresis operator is just a simple transformation of the operator F derived
at the end of Section 2.2 in [GKS08], namely PE = Σ0 ◦ F ◦ Σ0.
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[GKS08] R. B. Guenther, P. Krejč́ı, and J. Sprekels. Small strain oscillations of an elastoplastic
Kirchhoff plate. Z. angew. Math. Mech. (ZAMM), 88(3), 199–217, 2008.
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