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Abstract

We study the following nonlinear and nonlocal elliptic equation in Rn

(−∆)su = ε h uq + up in Rn,

where s ∈ (0, 1), n > 2s, ε > 0 is a small parameter, p = n+2s
n−2s , q ∈ (0, 1),

and h ∈ L1(Rn)∩L∞(Rn). The problem has a variational structure, and this
allows us to find a positive solution by looking at critical points of a suitable
energy functional. In particular, in this paper, we find a local minimum and
a mountain pass solution of this functional. One of the crucial ingredient is
a Concentration-Compactness principle.

Some difficulties arise from the nonlocal structure of the problem and
from the fact that we deal with an equation in the whole of Rn (and this
causes lack of compactness of some embeddings). We overcome these diffi-
culties by looking at an equivalent extended problem.
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CHAPTER 1

Introduction

1.1. Fractional critical problems

A classical topic in nonlinear analysis is the study of the existence and
multiplicity of solutions for nonlinear equations. Typically, the equations
under consideration possess some kind of ellipticity, which translates into
additional regularity and compactness properties at a functional level.

In this framework, an important distinction arises between “subcritical”
problems and “critical” ones. Namely, in subcritical problems the exponent
of the nonlinearity is smaller than the Sobolev exponent, and this gives that
any reasonable bound on the Sobolev seminorm implies convergence in some
Lp-spaces: for instance, minimizing sequences, or Palais-Smale sequences,
usually possess naturally a uniform bound in the Sobolev seminorm, and this
endows the subcritical problems with additional compactness properties that
lead to existence results via purely functional analytic methods.

The situation of critical problems is different, since in this case the expo-
nent of the nonlinearity coincides with the Sobolev exponent and therefore
no additional Lp-convergence may be obtained only from bounds in Sobolev
spaces. As a matter of fact, many critical problems do not possess any
solution. Nevertheless, as discovered in [12], critical problems do possess
solutions once suitable lower order perturbations are taken into account.
Roughly speaking, these perturbations are capable to modify the geome-
try of the energy functional associated to the problem, avoiding the critical
points to “drift towards infinity”, at least at some appropriate energy level.
Of course, to make such argument work, a careful analysis of the variational
structure of the problem is in order, joint with an appropriate use of topolog-
ical methods that detect the existence of the critical points of the functional
via its geometric features.

Recently, a great attention has also been devoted to problems driven by
nonlocal operators. In this case, the “classical” ellipticity (usually modeled
by the Laplace operator) is replaced by a “long range, ferromagnetic inter-
action”, which penalizes the oscillation of the function (roughly speaking,
the function is seen as a state parameter, whose value at a given point of the
space influences the values at all the other points, in order to avoid sharp
fluctuations). The ellipticity condition in this cases reduces to the validity
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6 1. INTRODUCTION

of some sort of maximum principle, and the prototype nonlocal operators
studied in the literature are the fractional powers of the Laplacian.

In this paper we deal with the problem

(1.1.1) (−∆)su = ε h uq + up in Rn,

where s ∈ (0, 1) and (−∆)s is the so-called fractional Laplacian, that is

(1.1.2) (−∆)su(x) = cn,s PV

∫

Rn
u(x)− u(y)
|x− y|n+2s

dy for x ∈ Rn,

where cn,s is a suitable positive constant (see [21, 37] for the definition
and the basic properties). Moreover, n > 2s, ε > 0 is a small parameter,
0 < q < 1, p = n+2s

n−2s is the fractional critical Sobolev exponent, and h
satisfies

h ∈ L1(Rn) ∩ L∞(Rn),(1.1.3)
and there exists a ball B ⊂ Rn such that inf

B
h > 0.(1.1.4)

Notice that condition (1.1.3) implies that

(1.1.5) h ∈ Lr(Rn) for any r ∈ (1,+∞).

In the classical case, that is when s = 1 and the fractional Laplacian
boils down to the classical Laplacian, there is an intense literature regarding
this type of problems, see [1, 2, 3, 4, 5, 6, 9, 12, 17, 18, 20, 30, 31],
and references therein. See also [26], where the concave term appears for
the first time.

In a nonlocal setting, in [8] the authors deal with problem (1.1.1) in a
bounded domain with Dirichlet boundary condition. Problems related to
ours have also been studied in [33, 34, 36].

Furthermore, in [22], we find solutions to (1.1.1) by considering the
equation as a perturbation of the problem with the fractional critical Sobolev
exponent, that is

(−∆)su = u
n+2s
n−2s in Rn.

Indeed, it is known that the minimizers of the Sobolev embedding in Rn

are unique, up to translations and positive dilations, and non-degenerate
(see [22] and references therein). In particular, in [22] we used perturbation
methods and Lyapunov-Schmidt reduction to find solutions to (1.1.1) that
bifurcate from these minimizers. The explicit form of the fractional Sobolev
minimizers was found in [19] and it is given by

(1.1.6) z(x) :=
c?

(
1 + |x|2

)n−2s
2

,

for a suitable c? > 0, depending on n and s.

In order to state our main results, we introduce some notation. We set

[u]2
Ḣs(Rn)

:= cn,s

∫∫

R2n

|u(x)− u(y)|2
|x− y|n+2s

dx dy,
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and we define the space Ḣs(Rn) as the completion of the space of smooth
and rapidly decreasing functions (the so-called Schwartz space) with respect
to the norm [u]Ḣs(Rn) + ‖u‖L2∗s (Rn), where

2∗s =
2n

n− 2s

is the fractional critical exponent. Notice that we can also define Ḣs(Rn) as
the space of measurable functions u : Rn → R such that the norm [u]Ḣs(Rn)+
‖u‖L2∗s (Rn) is finite, thanks to a density result, see e.g. [23].

Given f ∈ Lβ(Rn), where β := 2n
n+2s , we say that u ∈ Ḣs(Rn) is a (weak)

solution to (−∆)su = f in Rn if

cn,s

∫∫

R2n

(
u(x)− u(y)

) (
ϕ(x)− ϕ(y)

)

|x− y|n+2s
dx dy =

∫

Rn
f ϕ dx,

for any ϕ ∈ Ḣs(Rn).
Thus, we can state the following

Theorem 1.1.1. Let 0 < q < 1. Suppose that h satisfies (1.1.3) and
(1.1.4). Then there exists ε0 > 0 such that for all ε ∈ (0, ε0) problem (1.1.1)
has at least two nonnegative solutions. Furthermore, if h > 0 then the
solutions are strictly positive.

This result can be seen as the nonlocal counterpart of Theorem 1.3 in
[3]. To prove it we will take advantage of the variational structure of the
problem. The idea is first to “localize” the problem, via the extension in-
troduced in [16] and consider a functional in the extended variables. More
precisely, this extended functional will be introduced in the forthcoming
formula (1.2.10). It turns out that the existence of critical points of the
“extended” functional implies the existence of critical points for the func-
tional on the trace, that is related to problem (1.1.1). The functional in the
original variables will be introduced in (1.2.2), see Section 1.2 for the precise
framework.

The proof of Theorem 1.1.1 is divided in two parts. More precisely, in
the first part we obtain the existence of the first solution, that turns out to
be a minimum for the extended functional introduced in the forthcoming
Section 1.2. Then in the second part we will find a mountain pass solution,
by applying the Mountain Pass Theorem introduced in [7].

Notice that in [22] we have proved that if h changes sign then there
exist two distinct solutions of (1.1.1) that bifurcate from a non trivial critical
manifold. Here we also show that there exists a third solution that bifurcates
from u = 0. This means that when h changes sign, problem (1.1.1) admits
at least three different solutions.

Let us point out that, when h changes sign, the solution u1,ε found in [22]
can possibly coincide with the mountain pass solution that we construct in
this paper. One additional information produced by Theorem 1.1.1 is that
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this solution is of mountain pass type. It would be an interesting open
problem to investigate on the Morse index of the solutions found.

So the main point is to show that the extended functional satisfies a
compactness property. In particular, for the existence of the minimum, we
will prove that a Palais-Smale condition holds true below a certain level, see
Proposition 3.2.1. Then the existence of the minimum will be ensured by
the fact that the critical level lies below this threshold.

In order to show the Palais-Smale condition we will use a version of
the Concentration-Compactness Principle, see Section 2.2, and for this we
will borrow some ideas from [28, 29]. Differently from [8], here we are
dealing with a problem in the whole of Rn, therefore, in order to apply
the Concentration-Compactness Principle, we also need to show a tightness
property (see Definition 2.2.1). Of course, fractional problems may, in prin-
ciple, complicate the tightness issues, since the nonlocal interaction could
produce (or send) additional mass from (or to) infinity.

As customary in many fractional problems, see [16], we will work in an
extended space, which reduce the fractional operator to a local (but possibly
singular and degenerate) one, confining the nonlocal feature to a bound-
ary reaction problem. This functional simplification (in terms of nonlocal-
ity) creates additional difficulties coming from the fact that the extended
functional is not homogeneous. Hence, we will have to deal with weighted
Sobolev spaces, and so we have to prove some weighted embedding to obtain
some convergences needed throughout the paper, see Section 2.1.

A further source of difficulty is that the exponent q in (1.1.1) is below 1,
hence the associated energy is not convex and not smooth.

In the forthcoming Section 1.2 we present the variational setting of the
problem, both in the original and in the extended variables, and we state
the main results of this paper. In particular, we first introduce the material
that we are going to use in order to construct the first solution, that is
the minimum solution. Then, starting from this minimum, we introduce
a translated functional, that we will exploit to obtain the existence of the
mountain pass solution.

1.2. An extended problem and statement of the main results

In this section we introduce the variational setting of the problem, we
present a related extended problem, and we state the main results of this
paper.

Since we are looking for positive solutions, we will consider the following
problem:

(1.2.1) (−∆)su = εhuq+ + up+ in Rn.



1.2. AN EXTENDED PROBLEM AND STATEMENT OF THE MAIN RESULTS 9

Hence, we say that u ∈ Ḣs(Rn) is a (weak) solution to (1.2.1) if for every
v ∈ Ḣs(Rn) we have
∫∫

R2n

(u(x)− u(y))(v(x)− v(y))
|x− y|n+2s

dx dy =
∫

Rn
h(x)uq+(x)v(x) dx+

∫

Rn
up+(x)v(x).

It turns out that if u is a solution to (1.2.1), then it is nonnegative in Rn (see
the forthcoming Proposition 1.2.3, and also Section 4.2 for the discussion
about the positivity of the solutions). Therefore, u is also a solution of
(1.1.1).

Notice that problem 1.2.1 has a variational structure. Namely, solutions
to (1.2.1) can be found as critical points of the functional fε : Ḣs(Rn)→ R
defined by

fε(u) :=
cn,s
2

∫∫

R2n

|u(x)− u(y)|2
|x− y|n+2s

dx dy

− ε

q + 1

∫

Rn
h(x)uq+1

+ (x) dx− 1
p+ 1

∫

Rn
up+1

+ (x) dx.
(1.2.2)

However, instead of working with this framework derived from Definition
1.1.2 of the Laplacian, we will consider the extended operator given by [16],
that allows us to transform a nonlocal problem into a local one by adding
one variable.

For this, we will denote by Rn+1
+ := Rn × (0,+∞). Also, for a point

X ∈ Rn+1
+ , we will use the notation X = (x, y), with x ∈ Rn and y > 0.

Moreover, for x ∈ Rn and r > 0, we will denote by Br(x) the ball in Rn

centered at x with radius r, i.e.

Br(x) := {x′ ∈ Rn : |x− x′| < r},
and, for X ∈ Rn+1

+ and r > 0, B+
r (X) will be the ball in Rn+1

+ centered at
X with radius r, that is

B+
r (X) := {X ′ ∈ Rn+1

+ : |X −X ′| < r}.
Now, given a function u : Rn → R, we associate a function U defined

in Rn+1
+ as

(1.2.3) U(·, z) = u ∗ Ps(·, z), where Ps(x, z) := cn,s
z2s

(|x|2 + z2)(n+2s)/2
.

Here cn,s is a normalizing constant depending on n and s.
Set also a := 1− 2s, and

(1.2.4) [U ]∗a :=
(
κs

∫

Rn+1

ya|∇U |2 dX
)1/2

,

where κs is a normalization constant. We define the spaces

Ḣs
a(Rn+1) := C∞0 (Rn+1)

[·]∗a ,
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and

Ḣs
a(Rn+1

+ ) := {U := Ũ |Rn+1
+

s.t. Ũ ∈ Ḣs
a(Rn+1),

Ũ(x, y) = Ũ(x,−y) a.e. in Rn × R},
(1.2.5)

endowed with the norm

[U ]a :=

(
κs

∫

Rn+1
+

ya|∇U |2 dX
)1/2

.

From now on, for simplicity, we will neglect the dimensional constants cn,s
and κs. It is known that finding a solution u ∈ Ḣs(Rn) to a problem

(−∆)su = f(u) in Rn

is equivalent to find U ∈ Ḣs
a(Rn+1

+ ) that solves the local problem




div(ya∇U) = 0 in Rn+1
+ ,

− lim
y→0+

ya
∂U

∂ν
= f(u).

and that this extension is an isometry between Ḣs(Rn) and Ḣs
a(Rn+1

+ ) (again
up to constants), that is,

(1.2.6) [U ]a = [u]Ḣs(Rn),

where we make the identification u(x) = U(x, 0), with U(x, 0) understood
in the sense of traces (see e.g. [16] and [13]).

Also, we recall that the Sobolev embedding in Ḣs(Rn) gives that

S ‖u‖2
L2∗s (Rn)

6 [u]2
Ḣs(Rn)

,

where S is the usual constant of the Sobolev embedding of Ḣs(Rn), see for
instance Theorem 6.5 in [21]. As a consequence of this and (1.2.6) we have
the following result.

Proposition 1.2.1 (Trace inequality). Let U ∈ Ḣs
a(Rn+1

+ ). Then,

(1.2.7) S ‖U(·, 0)‖2
L2∗s (Rn)

6 [U ]2a.

Therefore, we can reformulate problem (1.2.1) as

(1.2.8)





div(ya∇U) = 0 in Rn+1
+ ,

− lim
y→0+

ya
∂U

∂ν
= εhuq+ + up+.

In particular, we will say that U ∈ Ḣs
a(Rn+1

+ ) is a (weak) solution of problem
(1.2.8) if

(1.2.9)
∫

Rn+1
+

ya〈∇U,∇ϕ〉 dX =
∫

Rn
(εh(x)U q+(x, 0) + Up+(x, 0))ϕ(x, 0) dx,
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for every ϕ ∈ Ḣs
a(Rn+1

+ ). Likewise, the associated energy functional to the
problem (1.2.8) is

Fε(U) :=
1
2

∫

Rn+1
+

ya|∇U |2 dX − ε

q + 1

∫

Rn
h(x)U q+1

+ (x, 0) dx

− 1
p+ 1

∫

Rn
Up+1

+ (x, 0) dx.
(1.2.10)

Notice that for any U, V ∈ Ḣs
a(Rn+1

+ ) we have

〈F′ε(U), V 〉 =
∫

Rn+1
+

ya〈∇U,∇V 〉 dX

− ε
∫

Rn
h(x)U q+(x, 0)V (x, 0) dx−

∫

Rn
Up+(x, 0)V (x, 0) dx.

(1.2.11)

Hence, if U is a critical point of Fε, then it is a weak solution of (1.2.8),
according to (1.2.9). Therefore u := U(·, 0) is a solution to (1.2.1).

Moreover, if U is a minimum of Fε, then u(x) := U(x, 0) is a minimum
of fε, thanks to (1.2.6), and so u is a solution to problem (1.2.1).

In this setting, we can prove the existence of a first solution of problem
(1.2.8), and consequently of problem (1.2.1).

Theorem 1.2.2. Let 0 < q < 1 and suppose that h satisfies (1.1.3) and
(1.1.4). Then, there exists ε0 > 0 such that Fε has a local minimum Uε 6= 0,
for any ε < ε0. Moreover, Uε → 0 in Ḣs

a(Rn+1
+ ) when ε→ 0.

We now set uε := Uε(·, 0), where Uε is the local minimum of Fε found
in Theorem 1.2.2. Then, according to (1.2.6), uε is a local minimum for {ε,
and so a solution to (1.2.1).

Notice that, again by (1.2.6),

[uε]Ḣs(Rn) = [Uε]a → 0 as ε→ 0.

In this sense, the solution uε obtained by minimizing the functional bifur-
cates from the solution u = 0.

Furthermore, uε is nonnegative, and thus uε is a true solution of (1.1.1).
Indeed, we can prove the following:

Proposition 1.2.3. Let u ∈ Ḣs(Rn) be a nontrivial solution of (1.2.1)
and let U be its extension, according to (1.2.3). Then, u > 0 and U > 0.

Proof. We set u−(x) := −min{u(x), 0}, namely u− is the negative
part of u, and we claim that

(1.2.12) u− = 0.

For this, we multiply (1.2.1) by u− and we integrate over Rn: we obtain
∫

Rn
(−∆)suu− dx =

∫

Rn

(
εh(x)uq+ + up+

)
u− dx = 0.
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Hence, by an integration by parts we get

(1.2.13)
∫∫

R2n

(u(x)− u(y))(u−(x)− u−(y))
|x− y|n+2s

dx dy = 0.

Now, we observe that

(1.2.14) (u(x)− u(y))(u−(x)− u−(y)) > |u−(x)− u−(y)|2.
Indeed, if both u(x) > 0 and u(y) > 0 and if both u(x) 6 0 and u(y) 6 0 then
the claim trivially follows. Therefore, we suppose that u(x) > 0 and u(y) 6 0
(the symmetric situation is analogous). In this case

(u(x)− u(y))(u−(x)− u−(y)) = −(u(x)− u(y))u(y)
= −u(x)u(y) + |u(y)|2 > |u(y)|2 = |u−(x)− u−(y)|2,

which implies (1.2.14).
From (1.2.13) and (1.2.14), we obtain that

∫∫

R2n

|u−(x)− u−(y)|2
|x− y|n+2s

dx dy 6 0,

and this implies (1.2.12), since u ∈ Ḣs(Rn). Hence u > 0. This implies that
U > 0, being a convolution of u with a positive kernel. �

We can also prove the existence of a second solution of problem (1.2.8),
and consequently of problem (1.1.1).

Theorem 1.2.4. Let 0 < q < 1 and suppose that h satisfies (1.1.3) and
(1.1.4). Then, there exists ε0 > 0 such that Fε has a mountain pass solution
U ε 6= 0, for any ε < ε0.

To prove the existence of a second solution of problem (1.2.8) we consider
a translated functional. Namely, we let Uε be the local minimum of the
functional (1.2.10) (already found in Theorem 1.2.2), and we consider the
functional Iε : Ḣs

a(Rn+1
+ )→ R defined as

(1.2.15) Iε(U) =
1
2

∫

Rn+1
+

ya|∇U |2 dX −
∫

Rn
G(x, U(x, 0)) dx,

where

G(x, U) :=
∫ U

0
g(x, t) dt,

and

(1.2.16) g(x, t) :=

{
εh(x)((Uε + t)q − U qε ) + (Uε + t)p − Upε , if t > 0,
0 if t < 0.

Explicitly,

G(x, U) =
ε h(x)
q + 1

(
(Uε + U+)q+1 − U q+1

ε

)
− ε h(x)U qεU+

+
1

p+ 1
(
(Uε + U+)p+1 − Up+1

ε

)
− UpεU+.

(1.2.17)
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Moreover, for any U, V ∈ Ḣs
a(Rn+1

+ ), we have that

(1.2.18) 〈I′ε(U), V 〉 =
∫

Rn+1
+

ya〈∇U,∇V 〉 dX −
∫

Rn
g(x, U(x, 0))V (x, 0) dx.

Notice that a critical point of (1.2.15) is a solution to the following problem

(1.2.19)





div(ya∇U) = 0 in Rn+1
+ ,

− lim
y→0+

ya
∂U

∂ν
= g(x, U(x, 0)).

One can prove that a solution U to this problem is positive, as stated in
the forthcoming Lemma 1.2.5. Therefore, U := Uε + U > 0, thanks to
Proposition 1.2.3. Also, U will be the second solution of (1.2.9), and so u :=
U(·, 0) will be the second solution to (1.1.1).

Lemma 1.2.5. Let U ∈ Ḣs
a(Rn+1

+ ), U 6= 0, be a solution to (1.2.19).
Then U is positive.

Proof. We first observe that, if U is a solution to (1.2.19), then u :=
U(·, 0) is a solution of

(1.2.20) (−∆)su = g(x, u) in Rn.

Now, we set u−(x) := −min{u(x), 0}, namely u− is the negative part of u,
and we claim that

(1.2.21) u− = 0.

For this, we multiply (1.2.20) by u− and we integrate over Rn: we obtain
∫

Rn
(−∆)suu− dx =

∫

Rn
g(x, u)u− dx.

Recalling the definition of g in (1.2.16), we have that
∫

Rn
g(x, u)u− dx = 0.

Hence, by an integration by parts we get

(1.2.22)
∫∫

R2n

(u(x)− u(y))(u−(x)− u−(y))
|x− y|n+2s

dx dy = 0.

Now, we observe that

(1.2.23) (u(x)− u(y))(u−(x)− u−(y)) > |u−(x)− u−(y)|2.
Indeed, if both u(x) > 0 and u(y) > 0 and if both u(x) 6 0 and u(y) 6 0 then
the claim trivially follows. Therefore, we suppose that u(x) > 0 and u(y) 6 0
(the symmetric situation is analogous). In this case

(u(x)− u(y))(u−(x)− u−(y)) = −(u(x)− u(y))u(y)
= −u(x)u(y) + |u(y)|2 > |u(y)|2 = |u−(x)− u−(y)|2,

which implies (1.2.23).
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From (1.2.22) and (1.2.23), we obtain that
∫∫

R2n

|u−(x)− u−(y)|2
|x− y|n+2s

dx dy 6 0,

and this implies (1.2.21), since u ∈ Hs(Rn). Hence u > 0. This implies that
U > 0, being a convolution of u with a positive kernel. �

The next sections will be devoted to the proof of Theorems 1.2.2 and
1.2.4.

More precisely, for this goal some preliminary material from functional
analysis is needed. The main analytic tools are contained in Chapter 2.
Namely, since we will work with an extended functional (that contains
also terms with weighted Sobolev norms), we devote Section 2.1 to show
some weighted Sobolev embeddings and Section 2.2 to prove a suitable
Concentration-Compactness Principle.

The existence of a minimal solution is discussed in Chapter 3. In par-
ticular, in Section 3.1 we deal with some convergence results, that we need
in the subsequent Section 3.2, where we show that under a given level the
Palais-Smale condition holds true for the extended functional. Then, in
Section 3.3 we complete the proof of Theorem 1.2.2.

In Chapter 4, we discuss some regularity and positivity issues about the
solution that we constructed. More precisely, in Section 4.1 we show some
regularity results, and in Section 4.2 we prove the positivity of the solutions
to (1.1.1), making use of a strong maximum principle for weak solutions.

Then, in Chapter 5 we deal with the existence of the mountain pass
solution. We first show, in Section 5.1, that the translated functional intro-
duced in Section 1.2 has U = 0 as a local minimum (notice that this is a
consequence of the fact that we are translating the original functional with
respect to its local minimum).

Sections 5.2 and 5.3 are devoted to some preliminary results. We will ex-
ploit these basic lemmata in the subsequent Section 5.4, where we prove that
the abovementioned translated functional satisfies a Palais-Smale condition.

In Section 5.5 we estimate the minimax value along a suitable path
(roughly speaking, the linear path constructed along a suitably cut-off min-
imizer of the fractional Sobolev inequality). This estimate is needed to
exploit the Mountain Pass Theorem via the convergence of the Palais-Smale
sequences at appropriate energy levels. With this, in Section 5.6 we finish
the proof of Theorem 1.2.4.



CHAPTER 2

Functional analytical setting

2.1. Weighted Sobolev embeddings

For any r ∈ (1,+∞), we denote by Lr(Rn+1
+ , ya) the weighted Lebesgue

space, endowed with the norm

‖U‖Lr(Rn+1
+ ,ya) :=

(∫

Rn+1
+

ya|U |r dX
)1/r

.

The following result shows that Ḣs
a(Rn+1

+ ) is continuously embedded in
L2γ(Rn+1

+ , ya).

Proposition 2.1.1 (Sobolev embedding). There exists a constant Ŝ > 0
such that for all U ∈ Ḣs

a(Rn+1
+ ) it holds

(2.1.1)

(∫

Rn+1
+

ya|U |2γ dX
)1/2γ

6 Ŝ
(∫

Rn+1
+

ya|∇U |2 dX
)1/2

,

where γ = 1 +
2

n− 2s
.

Proof. Let us first prove the result for U ∈ C∞0 (Rn+1). If s ∈ (0, 1/2),
inequality (2.1.1) is easily deduced from Theorem 1.3 of [14]. By a den-
sity argument, we obtain that inequality (2.1.1) holds for any function
U ∈ Ḣs

a(Rn+1
+ ). Indeed, if U ∈ Ḣs

a(Rn+1
+ ), then there exists a sequence

of functions {Uk}k∈N ∈ C∞0 (Rn+1) such that Uk converges to some Ũ in
Ḣs
a(Rn+1) as k → ∞, where U = Ũ in Rn+1

+ and Ũ is even with respect to
the (n+ 1)-th variable. Hence, for any k, we have

(∫

Rn+1
+

ya|Uk|2γ dX
)1/2γ

6 Ŝ
(∫

Rn+1
+

ya|∇Uk|2 dX
)1/2

6 Ŝ
(∫

Rn+1

ya|∇Uk|2 dX
)1/2

.

(2.1.2)

Moreover, given two functions of the approximating sequence, there holds
(∫

Rn+1
+

ya|Uk − Um|2γ dX
)1/2γ

6 Ŝ
(∫

Rn+1

ya|∇(Uk − Um)|2 dX
)1/2

→ 0,

15
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and thus, up to a subsequence,

Uk → Ũ in L2γ(Rn+1
+ , ya),

Uk → Ũ a.e. in Rn+1
+ .

Hence, by Fatou’s Lemma and (2.1.2) we get

(∫

Rn+1
+

ya|U |2γ dX
)1/2γ

=

(∫

Rn+1
+

ya|Ũ |2γ dX
)1/2γ

6 lim
k→+∞

(∫

Rn+1
+

ya|Uk|2γ dX
)1/2γ

6 lim
k→+∞

Ŝ

(∫

Rn+1
+

ya|∇Uk|2 dX
)1/2

6 lim
k→+∞

Ŝ

(∫

Rn+1

|y|a|∇Uk|2 dX
)1/2

= Ŝ

(∫

Rn+1

|y|a|∇Ũ |2 dX
)1/2

= Ŝ

(
2
∫

Rn+1
+

ya|∇U |2 dX
)1/2

,

(2.1.3)

which shows that Proposition 2.1.1 holds true for any function U ∈ Ḣs
a(Rn+1

+ ),
up to renaming Ŝ.

On the other hand, the case s = 1
2 corresponds to the classical Sobolev

inequality, so we can now concentrate on the range s ∈ (1/2, 1), that can be
derived from Theorem 1.2 of [25] by arguing as follows.

Let us denote

w(X) := |y|a.

Thus, it can be checked that

(2.1.4) w ∈ Aq for every q ∈ (2− 2s, 2],

where Aq denotes the class of Muckenhoupt weights of order q. Since in
particular w ∈ A2, by Theorem 1.2 of [25], we know that there exist positive
constants C and δ such that for all balls BR ⊂ Rn+1, all u ∈ C∞0 (BR) and
all γ satisfying 1 6 γ 6 n+1

n + δ, one has
(2.1.5)(

1
w(BR)

∫

BR

|U |2γw dX
)1/2γ

6 CR
(

1
w(BR)

∫

BR

|∇U |2w dX
)1/2

.
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In particular, it yields

w(BR) =
∫

BR

|y|a dX =
∫

|x|2+y26R2

|y|a dx dy

=
∫

|η|2+ξ261
|ξ|aRn+1+a dξ dη = CRa+n+1 = CR2−2s+n,

with C independent of R. Thus,

Rw(BR)
1

2γ
− 1

2 = CR
1+

(1−γ)(2−2s+n)
2γ ,

and plugging this into (2.1.5) we get
(∫

BR

|U |2γw dX
)1/2γ

6 CR1+
(1−γ)(2−2s+n)

2γ

(∫

BR

|∇U |2w dX
)1/2

,

where C is a constant independent of R. In particular, if we set γ = 1+ 2
n−2s ,

then

1 +
(1− γ)(2− 2s+ n)

2γ
= 0,

and the inequality holds for every ball with the same constant. It remains
to check that this value of γ is under the hypotheses of Theorem 1.2 of [25],
that is, 1 6 γ 6 n+1

n + δ. Keeping track of δ in [25], this condition actually
becomes

1 6 γ 6 n+ 1
n+ 1− 2

q

,

for every q < 2 such that w ∈ Aq. Thus, by (2.1.4), we can choose any
q ∈ (2− 2s, 2). Since γ is clearly greater than 1, we have to prove the upper
bound, that is,

1 +
2

n− 2s
6 n+ 1
n+ 1− 2

q

,

but this is equivalent to ask

q 6 n− 2s+ 2
n+ 1

.

Since we can choose q as close as we want to 2− 2s, this inequality will be
true whenever

2− 2s <
n− 2s+ 2
n+ 1

,

which holds if and only if s > 1
2 . Summarizing, we have that

(2.1.6)
(∫

BR

|y|a|U |2γ dX
)1/2γ

6 C
(∫

BR

|y|a|∇U |2 dX
)1/2

,

where γ = 1+ 2
n−2s and C is a constant independent of the domain. Choosing

R large enough, it yields

(2.1.7)
(∫

Rn+1

|y|a|U |2γ dX
)1/2γ

6 C
(∫

Rn+1

|y|a|∇U |2 dX
)1/2

,
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Consider now U ∈ Ḣs
a(Rn+1

+ ). We perform the same density argument as in
the case s ∈ (0, 1/2), with the only difference that instead of (2.1.3) we have

(∫

Rn+1
+

ya|U |2γ dX
)1/2γ

=

(∫

Rn+1
+

ya|Ũ |2γ dX
)1/2γ

6 lim
k→+∞

(∫

Rn+1
+

ya|Uk|2γ dX
)1/2γ

6 lim
k→+∞

(∫

Rn+1

|y|a|Uk|2γ dX
)1/2γ

6 lim
k→+∞

Ŝ

(∫

Rn+1

|y|a|∇Uk|2 dX
)1/2

= Ŝ

(∫

Rn+1

|y|a|∇Ũ |2 dX
)1/2

= Ŝ

(
2
∫

Rn+1
+

ya|∇U |2 dX
)1/2

. �

We also show a compactness result that we will need in the sequel.
More precisely, we prove that Ḣs

a(Rn+1
+ ) is locally compactly embedded in

L2(Rn+1
+ , ya). The precise statement goes as follows:

Lemma 2.1.2. Let R > 0 and let J be a subset of Ḣs
a(Rn+1

+ ) such that

sup
U∈J

∫

Rn+1
+

ya|∇U |2 dX < +∞.

Then J is precompact in L2(B+
R , y

a).

Proof. We will prove that J is totally bounded in L2(B+
R , y

a), i.e. for
any ε > 0 there exist M and U1, . . . , UM ∈ L2(B+

R , y
a) such that for any

U ∈ J there exists i ∈ {1, . . . ,M} such that

(2.1.8) ‖Ui − U‖L2(B+
R ,y

a) 6 ε.

For this, we fix ε > 0, we set

(2.1.9) A := sup
U∈J

∫

Rn+1
+

ya|∇U |2 dX < +∞

and we let

(2.1.10) η :=

[
ε2

2Ŝ2A

(
a+ 1
|BR|

) γ−1
γ

] γ
(γ−1)(a+1)

,

where γ and Ŝ are the constants introduced in the statement of Proposition
2.1.1, and |BR| is the Lebesgue measure of the ball BR in Rn.
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Now, notice that

(2.1.11) if X ∈ B+
R ∩ {y > η} then ya > min{ηa, Ra}.

Indeed, if a > 0 (that is s ∈ (0, 1/2]) then ya > ηa, while if a < 0 (that is
s ∈ (1/2, 1)) then we use that y 6 R, and so ya > Ra, thus proving (2.1.11).
Analogously, one can prove that

(2.1.12) if X ∈ B+
R ∩ {y > η} then ya 6 max{ηa, Ra}.

Therefore, using (2.1.11), we have that, for any U ∈ J,

A >
∫

B+
R∩{y>η}

ya|∇U |2 dX > min{ηa, Ra}
∫

B+
R∩{y>η}

|∇U |2 dX.

Hence, ∫

B+
R∩{y>η}

|∇U |2 dX < +∞

for any U ∈ J. So by the Rellich-Kondrachov theorem we have that J is
totally bounded in L2(B+

R ∩ {y > η}). Namely, there exist Ũ1, . . . , ŨM ∈
L2(B+

R ∩ {y > η}) such that for any U ∈ J there exists i ∈ {1, . . . ,M} such
that

(2.1.13) ‖Ui − U‖L2(B+
R∩{y>η}) 6

ε2

2 max{ηa, Ra} .

Now for any i ∈ {1, . . . ,M} we set

Ui :=

{
Ũi if y > η,
0 if y < η.

Notice that Ui ∈ L2(B+
R , y

a) for any i ∈ {1, . . . ,M}. Indeed, fixed i ∈
{1, . . . ,M}, we have that

∫

B+
R

ya|Ui|2 dX =
∫

B+
R∩{y<η}

ya|Ui|2 dX +
∫

B+
R∩{y>η}

ya|Ui|2 dX

= 0 +
∫

B+
R∩{y>η}

ya|Ũi|2 dX

6 max{ηa, Ra}
∫

B+
R∩{y>η}

|Ui|2 dX < +∞,

thanks to (2.1.12) and the fact that Ũi ∈ L2(B+
R ∩ {y > η}) for any i ∈

{1, . . . ,M}.
It remains to show (2.1.8). For this, we first observe that

(2.1.14)

‖Ui − U‖2L2(B+
R ,y

a)
=
∫

B+
R∩{y<η}

ya|U |2 dX +
∫

B+
R∩{y>η}

ya|Ũi − U |2 dX.
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Using the Hölder inequality with exponents γ and γ
γ−1 and Proposition 2.1.1

and recalling (2.1.9) and (2.1.10), we obtain that∫

B+
R∩{y<η}

ya|U |2 dX =
∫

B+
R∩{y<η}

y
a
γ |U |2y

a(γ−1)
γ dX

6
(∫

B+
R∩{y<η}

ya|U |2γ dX
) 1

γ
(∫

B+
R∩{y<η}

ya dX

) γ−1
γ

6 Ŝ2

∫

Rn+1
+

ya|∇U |2 dX
( |BR|
a+ 1

) γ−1
γ

η
(a+1)(γ−1)

γ

6 Ŝ2A

( |BR|
a+ 1

) γ−1
γ

η
(a+1)(γ−1)

γ

=
ε2

2
.

Moreover, making use of (2.1.12) and (2.1.13), we have that
∫

B+
R∩{y>η}

ya|Ũi − U |2 dX 6 max{ηa, Ra}
∫

B+
R∩{y>η}

|Ũi − U |2 dX 6
ε2

2
.

Plugging the last two formulas into (2.1.14), we get

‖Ui − U‖2L2(B+
R ,y

a)
6 ε2

2
+
ε2

2
= ε2,

which implies (2.1.8) and thus concludes the proof of Lemma 2.1.2. �

2.2. A Concentration-Compactness Principle

In this section we show a Concentration-Compactness Principle, in the
spirit of the original result proved by P. L. Lions in [28] and [29]. In par-
ticular, we want to adapt Lemma 2.3 of [29]. See also, [3, 32], where this
principle was proved for different problems.

For this, we recall the following definitions:

Definition 2.2.1. We say that a sequence {Uk}k∈N is tight if for every
η > 0 there exists ρ > 0 such that∫

Rn+1
+ \B+

ρ

ya|∇Uk|2 dX 6 η for any k.

Definition 2.2.2. Let {µk}k∈N be a sequence of measures on a topo-
logical space X. We say that µk converges to µ in X if and only if

lim
k→+∞

∫

X
ϕdµk =

∫

X
ϕdµ,

for every ϕ ∈ C0(X).

This definition is standard, see for instance Definition 1.1.2 in [24]. In
particular, we will consider measures on Rn and Rn+1

+ .
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Proposition 2.2.3 (Concentration-Compactness Principle). Let {Uk}k∈N
be a bounded tight sequence in Ḣs

a(Rn+1
+ ), such that Uk converges weakly to

U in Ḣs
a(Rn+1

+ ). Let µ, ν be two nonnegative measures on Rn+1
+ and Rn

respectively and such that

(2.2.1) lim
k→+∞

ya|∇Uk|2 = µ

and

(2.2.2) lim
k→+∞

|Uk(x, 0)|2∗s = ν

in the sense of Definition 2.2.2.
Then, there exist an at most countable set J and three families {xj}j∈J ∈

Rn, {νj}j∈J , {µj}j∈J , νj , µj > 0 such that

(i) ν = |U(x, 0)|2∗s +
∑

j∈J
νjδxj ,

(ii) µ > ya|∇U |2 +
∑

j∈J
µjδ(xj ,0),

(iii) µj > Sν2/2∗s
j for all j ∈ J .

Proof. We first suppose that U ≡ 0. We claim that
(2.2.3)(∫

Rn
|ϕ(x, 0)|2∗s dν

)2/2∗s
6 C

∫

Rn+1
+

ϕ2 dµ, for any ϕ ∈ C∞0 (Rn+1
+ ),

for some C > 0. For this, let ϕ ∈ C∞0 (Rn+1
+ ) and K := supp(ϕ). By

Proposition 1.2.1, we have that

(2.2.4)
(∫

Rn
|(ϕUk)(x, 0)|2∗s dx

)2/2∗s
6 C

∫

Rn+1
+

ya|∇(ϕUk)|2 dX,

for a suitable positive constant C. By (2.2.2), we deduce

(2.2.5) lim
k→+∞

∫

Rn
|(ϕUk)(x, 0)|2∗s dx =

∫

Rn
|ϕ(x, 0)|2∗s dν.

On the other hand, the right hand side in (2.2.4) can be written as
∫

Rn+1
+

ya|∇(ϕUk)|2 dX =
∫

Rn+1
+

yaϕ2|∇Uk|2 dX +
∫

Rn+1
+

yaU2
k |∇ϕ|2 dX

+2
∫

Rn+1
+

yaϕUk 〈∇ϕ,∇Uk〉 dX.(2.2.6)

Now we observe that

(2.2.7) [Uk]a 6 C
for some C > 0 independent of k, and so, by Lemma 2.1.2, we have that, up
to a subsequence,

(2.2.8) Uk converges to U = 0 in L2
loc(R

n+1
+ , ya) as k → +∞.
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Therefore,

(2.2.9) lim
k→+∞

∫

Rn+1
+

yaU2
k |∇ϕ|2 dX 6 C lim

k→+∞

∫

K
yaU2

k dX = 0.

Also, by the Hölder inequality and (2.2.7),
∣∣∣∣∣

∫

Rn+1
+

yaϕUk 〈∇ϕ,∇Uk〉 dX
∣∣∣∣∣

6
(∫

Rn+1
+

ya|ϕ|2 |∇Uk|2 dX
)1/2 (∫

Rn+1
+

ya|∇ϕ|2 |Uk|2 dX
)1/2

6 C

(∫

Rn+1
+

ya|∇Uk|2 dX
)1/2 (∫

K
ya|Uk|2 dX

)1/2

6 C

(∫

K
ya|Uk|2 dX

)1/2

,

where C may change from line to line. Hence, from (2.2.8) we have that

lim
k→+∞

∫

Rn+1
+

yaϕUk 〈∇ϕ,∇Uk〉 dX = 0.

Thus, plugging this and (2.2.9) into (2.2.6), and using (2.2.1), we obtain

lim
k→+∞

∫

Rn+1
+

ya|∇(ϕUk)|2 dX =
∫

Rn+1
+

ϕ2 dµ.

Therefore, taking the limit in (2.2.4) as k → +∞, and using (2.2.5), we get
(∫

Rn
|ϕ(x, 0)|2∗s dν

)2/2∗s
6 C

∫

Rn+1
+

ϕ2 dµ, for all ϕ ∈ C∞0 (Rn+1
+ ),

which shows (2.2.3) in the case U ≡ 0.
Let us consider now the case U 6≡ 0. First, we define a function Vk :=

Uk − U , and we observe that Vk ∈ Ḣs
a(Rn+1

+ ), and

(2.2.10) Vk converges weakly to 0 in Ḣs
a(Rn+1

+ ) as k → +∞.

Also, we denote by

(2.2.11) ν̃ := lim
k→∞

|Vk(x, 0)|2∗s and µ̃ := lim
k→∞

ya|∇Vk|2,

where both limits are understood in the sense of Definition 2.2.2. Then, we
are in the previous case, and so we can apply (2.2.3), that is
(2.2.12)(∫

Rn
|ϕ(x, 0)|2∗s dν̃

)2/2∗s
6 C

∫

Rn+1
+

ϕ2 dµ̃, for all ϕ ∈ C∞0 (Rn+1
+ ).
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Furthermore, by [11], we know that

lim
k→∞

∫

Rn
|(ϕVk)(x, 0)|2∗s dx = lim

k→∞

∫

Rn
|(ϕUk)(x, 0)|2∗s dx−

∫

Rn
|(ϕU)(x, 0)|2∗s dx,

that is, recalling (2.2.11),∫

Rn
|ϕ(x, 0)|2∗s dν̃ =

∫

Rn
|ϕ(x, 0)|2∗s dν −

∫

Rn
|(ϕU)(x, 0)|2∗s dx.

Therefore

(2.2.13) ν = ν̃ + |U(x, 0)|2∗s .
On the other hand,∫

Rn+1
+

yaϕ2|∇Uk|2 dX =
∫

Rn+1
+

yaϕ2|∇U |2 dX +
∫

Rn+1
+

yaϕ2|∇Vk|2 dX

+2
∫

Rn+1
+

yaϕ2〈∇Vk,∇U〉 dX.

Now we take the limit as k → +∞, we use (2.2.2), (2.2.11) and (2.2.10),
and we obtain∫

Rn+1
+

ϕ2 dµ =
∫

Rn+1
+

yaϕ2|∇U |2 dX +
∫

Rn+1
+

ϕ2 dµ̃,

i.e.,

(2.2.14) µ = µ̃+ ya|∇U |2.
Now, since inequality (2.2.12) is satisfied, we can apply Lemma 1.2 in

[28] to ν̃ and µ̃ (see also Lemma 2.3 in [29]). Therefore, there exist an at
most countable set J and families {xj}j∈J ∈ Rn, {νj}j∈J , {µj}j∈J , with νj >
0 and µj > 0, such that

ν̃ =
∑

j∈J
νjδxj and µ̃ >

∑

j∈J
µjδ(xj ,0).

So the proof is finished, thanks to (2.2.13) and (2.2.14). �





CHAPTER 3

Existence of a minimal solution and proof of
Theorem 1.2.2

3.1. Some convergence results in view of Theorem 1.2.2

In this section we collect some results about the convergence of sequences
of functions in suitable Lr(Rn) spaces. We will exploit the following lem-
mata in the forthcoming Section 3.2, see in particular the proof of Proposi-
tion 3.2.1.

The first result that we prove is the following:

Lemma 3.1.1. Let vk ∈ L2∗s (Rn, [0,+∞)) be a sequence converging to
some v in L2∗s (Rn). Then

lim
k→+∞

∫

Rn
|vqk(x)− vq(x)|

2∗s
q dx = 0(3.1.1)

and lim
k→+∞

∫

Rn
|vpk(x)− vp(x)| 2n

n+2s dx = 0.(3.1.2)

Proof. For any t > −1, let

f(t) :=
|(1 + t)q − 1|

|t|q .

We have that (1 + t)q = 1 + qt+ o(t) for t close to 0, and therefore

f(t) =
|qt+ o(t)|
|t|q → 0

as t→ 0. In addition, f(−1) = 1 and

lim
t→+∞

f(t) = 1.

As a consequence, we can define

L := sup
t>−1

f(t)

and we have that L ∈ [1,+∞). Now we show that

(3.1.3) |aq − bq| 6 L|a− b|q

for any a, b > 0. To prove this, we can suppose that b 6= 0, otherwise we are
done, and we write t := a

b − 1. Then we have that

|aq − bq| = bq|(1 + t)q − 1| 6 Lbq|t|q = L|a− b|q,
which proves (3.1.3).

25
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As a consequence of this and of the convergence of vk, we have that
∫

Rn
|vqk(x)− vq(x)|

2∗s
q dx 6 L

∫

Rn
|vk(x)− v(x)|2∗s dx→ 0,

as k → +∞, which establishes (3.1.1). Now we prove (3.1.2). For this,
given a > b > 0, we notice that

ap − bp = p

∫ a

b
tp−1 dt 6 pap−1(a− b) 6 p(a+ b)p−1(a− b).

By possibly exchanging the roles of a and b, we conclude that, for any a,
b > 0,

|ap − bp| 6 p(a+ b)p−1|a− b|.
Accordingly, for any a, b > 0,

|ap−bp| 2n
n+2s 6 p

2n
n+2s (a+b)

2n(p−1)
n+2s |a−b| 2n

n+2s = p
2n
n+2s (a+b)

8sn
(n−2s)(n+2s) |a−b| 2n

n+2s .

We use this and the Hölder inequality with exponents n+2s
4s and n+2s

n−2s to
deduce that∫

Rn

∣∣vpk(x)− vp(x)
∣∣ 2n
n+2s dx

6 p
2n
n+2s

∫

Rn

(
vk(x) + v(x)

) 8sn
(n−2s)(n+2s)

∣∣vk(x)− v(x)
∣∣ 2n
n+2s dx

6 p
2n
n+2s

(∫

Rn

(
vk(x) + v(x)

) 2n
n−2s dx

) 4s
n+2s

(∫

Rn

∣∣vk(x)− v(x)
∣∣ 2n
n−2s dx

)n−2s
n+2s

= p
2n
n+2s ‖vk + v‖

8sn
(n−2s)(n+2s)

L2∗s (Rn)
‖vk − v‖

2n
n+2s

L2∗s (Rn)
.

From the convergence of vk, we have that ‖vk + v‖L2∗s (Rn) 6 ‖vk‖L2∗s (Rn) +
‖v‖L2∗s (Rn) is bounded uniformly in k, while ‖vk − v‖L2∗s (Rn) in infinitesimal
as k → +∞, therefore (3.1.2) now plainly follows. �

Next result shows that we can deduce strong convergence in L2∗s (Rn)
from the convergence in the sense of Definition 2.2.2.

Lemma 3.1.2. Let vk ∈ L2∗s (Rn, [0,+∞)) be a sequence converging to
some v a.e. in Rn. Assume also that v2∗s

k converges to v2∗s in the measure
sense given in Definition 2.2.2, i.e.

(3.1.4) lim
k→+∞

∫

Rn
v

2∗s
k ϕdx =

∫

Rn
v2∗sϕdx

for any ϕ ∈ C0(Rn).
In addition, assume that for any η > 0 there exists ρ > 0 such that

(3.1.5)
∫

Rn\Bρ
v

2∗s
k (x) dx < η.

Then, vk → v in L2∗s (Rn, [0,+∞)) as k → +∞.
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Proof. First of all, by Fatou’s lemma,

(3.1.6) lim
k→+∞

∫

Rn
v

2∗s
k dx >

∫

Rn
v2∗s dx.

Now we fix η > 0 and we take ρ = ρ(η) such that (3.1.5) holds true. Let ϕρ ∈
C∞0 (Bρ+1, [0, 1]) such that ϕρ = 1 in Bρ. Then, by (3.1.5)

∫

Rn
v

2∗s
k dx <

∫

Bρ

v
2∗s
k dx+ η 6

∫

Rn
v

2∗s
k ϕρ dx+ η.

Hence, exploiting (3.1.4),

lim
k→+∞

∫

Rn
v

2∗s
k dx 6 lim

k→+∞

∫

Rn
v

2∗s
k ϕρ dx+ η =

∫

Rn
v2∗sϕρ dx+ η.

Since ϕρ 6 1, this gives that

lim
k→+∞

∫

Rn
v

2∗s
k dx 6

∫

Rn
v2∗s dx+ η.

Since η can be taken arbitrarily small, we obtain that

lim
k→+∞

∫

Rn
v

2∗s
k dx 6

∫

Rn
v2∗s dx.

This, together with (3.1.6), proves that

lim
k→+∞

‖vk‖2
∗
s

L2∗s (Rn)
= lim

k→+∞

∫

Rn
v

2∗s
k dx =

∫

Rn
v2∗s dx = ‖v‖2

∗
s

L2∗s (Rn)
.

This and the Brezis-Lieb lemma (see e.g. formula (1) in [11]) implies the
desired result. �

3.2. Palais-Smale condition for Fε

In this section we show that the functional Fε introduced in (1.2.10)
satisfies a Palais-Smale condition. The precise statement is contained in the
following proposition.

Proposition 3.2.1 (Palais-Smale condition). There exists C̄, c1 > 0,
depending on h, q, n and s, such that the following statement holds true.

Let {Uk}k∈N ⊂ Ḣs
a(Rn+1

+ ) be a sequence satisfying
(i) lim

k→+∞
Fε(Uk) = cε, with

(3.2.1) cε + c1ε
1/γ + C̄ε

p+1
p−q <

s

n
S
n
2s ,

where γ = 1 + 2
n−2s and S is the Sobolev constant appearing in

Proposition 1.2.1,
(ii) lim

k→+∞
F′ε(Uk) = 0.

Then there exists a subsequence, still denoted by {Uk}k∈N, which is strongly
convergent in Ḣs

a(Rn+1
+ ) as k → +∞.
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Remark 3.2.2. The limit in ii) is intended in the following way

lim
k→+∞

‖F′ε(Uk)‖L(Ḣs
a(Rn+1

+ ),Ḣs
a(Rn+1

+ ))

= lim
k→+∞

sup
V ∈Ḣsa(Rn+1

+ )

[V ]a=1

∣∣〈F′ε(Uk), V 〉
∣∣ = 0,

where L(Ḣs
a(Rn+1

+ ), Ḣs
a(Rn+1

+ )) consists of all the linear functional from
Ḣs
a(Rn+1

+ ) in Ḣs
a(Rn+1

+ ).

First we show that a sequence that satisfies the assumptions in Propo-
sition 3.2.1 is bounded.

Lemma 3.2.3. Let ε, κ > 0. Let {Uk}k∈N ⊂ Ḣs
a(Rn+1

+ ) be a sequence
satisfying

(3.2.2) |Fε(Uk)|+ sup
V ∈Ḣsa(Rn+1

+ )

[V ]a=1

∣∣〈F′ε(Uk), V 〉
∣∣ 6 κ,

for any k ∈ N.
Then there exists M > 0 such that

(3.2.3) [Uk]a 6M.

Proof. If [Uk]a = 0 we are done. So we can suppose that [Uk]a 6= 0 and
use (3.2.2) to obtain

|Fε(Uk)| 6 κ, and
∣∣〈F′ε(Uk), Uk/[Uk]a〉

∣∣ 6 κ.
Therefore, we have that

(3.2.4) Fε(Uk)−
1

p+ 1
〈F′ε(Uk), Uk〉 6 κ (1 + [Uk]a) .

On the other hand, by the Hölder inequality and Proposition 1.2.1, we obtain

Fε(Uk)−
1

p+ 1
〈F′ε(Uk), Uk〉

=
(

1
2
− 1
p+ 1

)∫

Rn+1

ya|∇Uk|2 dX − ε
(

1
q + 1

− 1
p+ 1

)∫

Rn
h(x)(Uk)

q+1
+ (x, 0) dx

>
(

1
2
− 1
p+ 1

)
[Uk]2a − εC

(
1

q + 1
− 1
p+ 1

)
‖h‖

L
p+1
p−q (Rn)

[Uk]q+1
a .

From this and (3.2.4) we conclude that [Uk]a must be bounded (recall also
(1.1.5) and that q + 1 < 2). So we obtain the desired result. �

In order to prove that Fε satisfies the Palais-Smale condition, we need to
show that the sequence of functions satisfying the hypotheses of Proposition
3.2.1 is tight, according to Definition 2.2.1.

First we make the following preliminary observation:
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Lemma 3.2.4. Let m := p+1
p−q . Then there exists a constant C̄ = C̄(n, s, p, q, ‖h‖Lm(Rn)) >

0 such that, for any α > 0,
s

n
αp+1 − ε

(
1

q + 1
− 1

2

)
‖h‖Lm(Rn)α

q+1 > −C̄ε
p+1
p−q .

Proof. Let us define the function f : (0,+∞)→ R as

f(α) := c1α
p+1 − εc2α

q+1, c1 :=
s

n
, c2 :=

(
1

q + 1
− 1

2

)
‖h‖Lm(Rn).

Differentiating, we obtain that

f ′(α) = αq((p+ 1)c1α
p−q − ε(q + 1)c2),

and thus, f has a local minimum at the point

α := c3ε
1
p−q , c3 = c3(n, s, p, q, ‖h‖Lm(Rn)) :=

(
c2(q + 1)
c1(p+ 1)

) 1
p−q

.

Evaluating f at α, we obtain that the minimum value that f will reach is

f(α) = c4ε
p+1
p−q ,

with c4 a constant depending on n, s, p, q and ‖h‖Lm(Rn). Therefore, there
exists C̄ = C̄(n, s, p, q, ‖h‖Lm(Rn)) > 0 such that

f(α) > f(α) > −C̄ε
p+1
p−q ,

for any α > 0, and this concludes the proof. �
The tightness of the sequence in Proposition 3.2.1 is contained in the

following lemma:

Lemma 3.2.5 (Tightness). Let {Uk}k∈N ⊂ Ḣs
a(Rn+1

+ ) be a sequence sat-
isfying the hypotheses of Proposition 3.2.1.

Then for all η > 0 there exists ρ > 0 such that for every k ∈ N it holds∫

Rn+1
+ \B+

ρ

ya|∇Uk|2 dX +
∫

Rn\{Bρ∩{y=0}}
(Uk)

2∗s
+ (x, 0) dx < η.

In particular, the sequence {Uk}k∈N is tight.

Proof. First we notice that (3.2.2) holds in this case, due to condi-
tions (i) and (ii) in Proposition 3.2.1. Hence, Lemma 3.2.3 gives that the
sequence {Uk}k∈N is bounded in Ḣs

a(Rn+1
+ ), that is [Uk]a 6M . Thus,

Uk ⇀ U in Ḣs
a(Rn+1

+ ) as k → +∞
and Uk → U a.e. in Rn+1

+ as k → +∞.
(3.2.5)

Now, we proceed by contradiction. Suppose that there exists η0 > 0
such that for all ρ > 0 there exists k = k(ρ) ∈ N such that

(3.2.6)
∫

Rn+1
+ \B+

ρ

ya|∇Uk|2 dX +
∫

Rn\{Bρ∩{y=0}}
(Uk)

2∗s
+ (x, 0) dx > η0.
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We observe that

(3.2.7) k → +∞ as ρ→ +∞.
Indeed, let us take a sequence {ρi}i∈N such that ρi → +∞ as i→ +∞, and
suppose that ki := k(ρi) given by (3.2.6) is a bounded sequence. That is,
the set F := {ki : i ∈ N} is a finite set of integers.

Hence, there exists an integer k? so that we can extract a subsequence
{kij}j∈N satisfying kij = k? for any j ∈ N. Therefore,

(3.2.8)
∫

Rn+1
+ \B+

ρij

ya|∇Uk? |2 dX +
∫

Rn\{Bρij ∩{y=0}}
(Uk?)

2∗s
+ (x, 0) dx > η0,

for any j ∈ N.
But on the other hand, since Uk? belongs to Ḣs

a(Rn+1
+ ) (and so Uk?(·, 0) ∈

L2∗s (Rn) thanks to Proposition 1.2.1), for j large enough there holds
∫

Rn+1
+ \B+

ρij

ya|∇Uk? |2 dX +
∫

Rn\{Bρij ∩{y=0}}
(Uk?)

2∗s
+ (x, 0) dx 6 η0

2
,

which is a contradiction with (3.2.8). This shows (3.2.7).
Now, since U given in (3.2.5) belongs to ∈ Ḣs

a(Rn+1
+ ), by Proposi-

tions 2.1.1 and 1.2.1, we have that, for a fixed ε > 0, there exists rε > 0
such that
∫

Rn+1
+ \B+

rε

ya|∇U |2 dX+
∫

Rn+1
+ \B+

rε

ya|U |2γ dX+
∫

Rn\{Brε∩{y=0}}
|U(x, 0)|2∗s dx < ε.

Notice that

(3.2.9) rε → +∞ as ε→ 0.

Moreover, by (3.2.3) and again by Propositions 2.1.1 and 1.2.1, we obtain
that there exists M̃ > 0 such that

(3.2.10)
∫

Rn+1
+

ya|∇Uk|2 dX+
∫

Rn+1
+

ya|Uk|2γ dX+
∫

Rn
|Uk(x, 0)|2∗s dx 6 M̃.

Now let jε ∈ N be the integer part of M̃
ε . Notice that jε tends to +∞

as ε tends to 0. We also set

Il := {(x, y) ∈ Rn+1
+ : r + l 6 |(x, y)| 6 r + (l + 1)}, l = 0, 1, · · · , jε.

Thus, from (3.2.10) we get

(jε + 1)ε > M̃

ε
ε

>
jε∑

l=0

(∫

Il

ya|∇Uk|2 dX +
∫

Il

ya|Uk|2γ dX +
∫

Il∩{y=0}
|Uk(x, 0)|2∗s dx

)
.
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This implies that there exists l̄ ∈ {0, 1, · · · , jε} such that, up to a subse-
quence,

(3.2.11)
∫

Il̄

ya|∇Uk|2 dX +
∫

Il̄

ya|Uk|2γ dX +
∫

Il̄∩{y=0}
|Uk(x, 0)|2∗s dx 6 ε.

Now we take a cut-off function χ ∈ C∞0 (Rn+1
+ , [0, 1]), such that

(3.2.12) χ(x, y) =

{
1, |(x, y)| 6 r + l̄

0, |(x, y)| > r + (l̄ + 1),

and

(3.2.13) |∇χ| 6 2.

We also define

(3.2.14) Vk := χUk and Wk := (1− χ)Uk.

We estimate

|〈F′ε(Uk)− F′ε(Vk), Vk〉|

=
∣∣∣∣
∫

Rn+1
+

ya〈∇Uk,∇Vk〉 dX − ε
∫

Rn
h(x)(Uk)

q
+(x, 0)Vk(x, 0) dx

−
∫

Rn
(Uk)

p
+(x, 0)Vk(x, 0) dx−

∫

Rn+1
+

ya〈∇Vk,∇Vk〉 dX

+ ε

∫

Rn
h(x)(Vk)

q+1
+ (x, 0) dx+

∫

Rn
(Vk)

p+1
+ (x, 0) dx

∣∣∣∣.

(3.2.15)

First, we observe that
∣∣∣∣
∫

Rn+1
+

ya〈∇Uk,∇Vk〉 dX −
∫

Rn+1
+

ya〈∇Vk,∇Vk〉 dX
∣∣∣∣

6
∫

Il

ya|∇Uk|2|χ||1− χ| dX +
∫

Il

ya|∇Uk||Uk||∇χ| dX

+ 2
∫

Il

ya|Uk||∇Uk||∇χ||χ| dX +
∫

Il

ya|Uk|2|∇χ|2 dX

=: A1 +A2 +A3 +A4.

(3.2.16)

By (3.2.11), we have that A1 6 Cε, for some C > 0. Furthermore, by the
Hölder inequality, (3.2.13) and (3.2.11), we obtain

A2 6 2
∫

Il

ya|∇Uk||Uk| dX 6 2

(∫

Il

ya|∇Uk|2 dX
)1/2(∫

Il

ya|Uk|2 dX
)1/2

6 2ε1/2

(∫

Il

ya|Uk|2γ dX
)1/2γ (∫

Il

y
(a− a

γ
)m
dX

)1/2m

,
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where m =
n+ 2− 2s

2
. Since

(
a− a

γ

)
m = a = (1 − 2s) > −1, we have

that the second integral is finite, and therefore, for ε < 1,

A2 6 C̃ε1/2

(∫

Il

ya|Uk|2γ dX
)1/2γ

6 Cε1/2ε1/2γ 6 Cε1/γ ,

where (3.2.11) was used once again. In the same way, we get that A3 6
Cε1/γ . Finally, by (3.2.11),

A4 6 C
(∫

Il

ya|Uk|2γ dX
)1/γ (∫

Il

y
(a− a

γ
)m
dX

)1/m

6 Cε1/γ .

Using these informations in (3.2.16), we obtain that
∣∣∣∣
∫

Rn+1
+

ya〈∇Uk,∇Vk〉 dX −
∫

Rn+1
+

ya〈∇Vk,∇Vk〉 dX
∣∣∣∣ 6 Cε1/γ ,

up to renaming the constant C.
On the other hand, since p+ 1 = 2∗s, by (3.2.14) and (3.2.11),

∣∣∣∣
∫

Rn
((Uk)

p
+(x, 0)Vk(x, 0)− (Vk)

p+1
+ (x, 0)) dx

∣∣∣∣ 6
∫

Rn
|1− χp||χ||Uk(x, 0)|p+1 dx

6 C

∫

Il∩{y=0}
|Uk(x, 0)|2∗s dx 6 Cε.

In the same way, applying the Hölder inequality, one obtains
∣∣∣∣
∫

Rn
h(x) ((Uk)

q
+(x, 0)Vk(x, 0)− (Vk)

q+1
+ (x, 0)) dx

∣∣∣∣

6
∫

Rn
|h(x)| |1− χq||χ||Uk(x, 0)|q+1 dx

6 C ‖h‖L∞(Rn)

∫

Il∩{y=0}
|Uk(x, 0)|2∗s dx 6 Cε.

All in all, plugging these observations in (3.2.15), we obtain that

(3.2.17) |〈F′ε(Uk)− F′ε(Vk), Vk〉| 6 Cε1/γ .

Likewise, one can see that

(3.2.18) |〈F′ε(Uk)− F′ε(Wk),Wk〉| 6 Cε1/γ .

Now we claim that

(3.2.19) |〈F′ε(Vk), Vk〉| 6 Cε1/γ + ok(1),

where ok(1) denotes (here and in the rest of this paper) a quantity that
tends to 0 as k tends to +∞. For this, we first observe that

(3.2.20) [Vk]a 6 C,
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for some C > 0. Indeed, recalling (3.2.14) and using (3.2.12) and (3.2.13),
we have

[Vk]2a =
∫

Rn+1
+

ya|∇Vk|2 dX

=
∫

Rn+1
+

ya|∇χ|2|Uk|2 dX +
∫

Rn+1
+

ya χ2|∇Uk|2 dX + 2
∫

Rn+1
+

ya χUk 〈∇Uk,∇χ〉 dX

6 4
∫

Il

ya|Uk|2 dX + [Uk]2a + C

(∫

Il

ya|∇Uk|2 dX
)1/2 (∫

Il

ya|Uk|2 dX
)1/2

6 C

(∫

Il

ya|Uk|2γ dX
)1/γ

+ [Uk]2a + C [Uk]a

(∫

Il

ya|Uk|2γ dX
)1/2γ

,

where the Hölder inequality was used in the last two lines. Hence, from
Proposition 2.1.1 and (3.2.3), we obtain (3.2.20).

Now, we notice that

|〈F′ε(Vk), Vk〉| 6 |〈F′ε(Vk)− F′ε(Uk), Vk〉|+ |〈F′ε(Uk), Vk〉| 6 C ε1/γ + |〈F′ε(Uk), Vk〉|,
thanks to (3.2.17). Thus, from (3.2.20) and assumption (ii) in Proposition
3.2.1 we get the desired claim in (3.2.19).

Analogously (but making use of (3.2.18)), one can see that

(3.2.21) |〈F′ε(Wk),Wk〉| 6 Cε1/γ + ok(1),

From now on, we divide the proof in three main steps: we first show lower
bounds for Fε(Vk) and Fε(Wk) (see Step 1 and Step 2, respectively), then in
Step 3 we obtain a lower bound for Fε(Uk), which will give a contradiction
with the hypotheses on Fε, and so the conclusion of Lemma 3.2.5.

Step 1: Lower bound for Fε(Vk). By (3.2.19) we obtain that

(3.2.22) Fε(Vk) > Fε(Vk)−
1
2
〈F′ε(Vk), Vk〉 −

1
2
Cε1/γ + ok(1).

Using the Hölder inequality, it yields

Fε(Vk)−
1
2
〈F′ε(Vk), Vk〉 =

(
1
2
− 1
p+ 1

)
‖(Vk)+(·, 0)‖p+1

Lp+1(Rn)

− ε
(

1
q + 1

− 1
2

)∫

Rn
h(x)(Vk)

q+1
+ (x, 0) dx

> s

n
‖(Vk)+(·, 0)‖p+1

Lp+1(Rn)
− ε

(
1

q + 1
− 1

2

)
‖h‖Lm(Rn)‖(Vk)+(·, 0)‖q+1

Lp+1(Rn)
,

with m =
p+ 1
p− q (recall (1.1.5)). Therefore, from Lemma 3.2.4 (applied here

with α := ‖(Vk)+(·, 0)‖Lp+1(Rn)) we deduce that

Fε(Vk)−
1
2
〈F′ε(Vk), Vk〉 > −C̄ ε

p+1
p−q .



34 3. EXISTENCE OF A MINIMAL SOLUTION AND PROOF OF THEOREM 1.2.2

Going back to (3.2.22), this implies that

(3.2.23) Fε(Vk) > −c0ε
1/γ − C̄ ε

p+1
p−q + ok(1).

Step 2: Lower bound for Fε(Wk). First of all, by the definition of Wk in
(3.2.14), Proposition 1.2.1 and (3.2.3), we have that

∣∣∣∣ε
∫

Rn
h(x)(Wk)

q+1
+ (x, 0) dx

∣∣∣∣ 6 ε ‖h‖Lm(Rn)‖(Wk)+(·, 0)‖q+1

L2∗s (Rn)

6 εC ‖h‖Lm(Rn)‖(Uk)+(·, 0)‖q+1

L2∗s (Rn)

6 εC ‖h‖Lm(Rn)[Uk]
q+1
a 6 Cε.

(3.2.24)

Thus, from (3.2.18) we get
∣∣∣∣
∫

Rn+1
+

ya|∇Wk|2 dX −
∫

Rn
(Wk)

p+1
+ (x, 0) dx

∣∣∣∣

6
∣∣〈F′ε(Wk),Wk〉

∣∣+
∣∣∣∣ε
∫

Rn
h(x)(Wk)

q+1
+ (x, 0) dx

∣∣∣∣

6 Cε1/γ + ok(1),

(3.2.25)

where (3.2.21) was also used in the last passage. Moreover, notice that
Wk = Uk in Rn+1

+ \ Br+l+1 (recall (3.2.12) and (3.2.14)). Hence, using
(3.2.6) with ρ := r + l + 1, we get

∫

Rn+1
+ \B+

r+l̄+1

ya|∇Wk|2 dX +
∫

Rn\{Br+l̄+1∩{y=0}}
(Wk)

2∗s
+ (x, 0) dx

=
∫

Rn+1
+ \B+

r+l̄+1

ya|∇Uk|2 dX +
∫

Rn\{Br+l̄+1∩{y=0}}
(Uk)

2∗s
+ (x, 0) dx > η0,

(3.2.26)

for k = k(ρ). We observe that k tends to +∞ as ε → 0, thanks to (3.2.7)
and (3.2.9).

From (3.2.26) we obtain that either
∫

Rn\{Br+l̄+1∩{y=0}}
(Wk)

2∗s
+ (x, 0) dx > η0

2

or ∫

Rn+1
+ \B+

r+l̄+1

ya|∇Wk|2 dX >
η0

2
.

In the first case, we get that
∫

Rn
(Wk)

2∗s
+ (x, 0) dx(x, 0) >

∫

Rn\{Br+l̄+1∩{y=0}}
(Wk)

2∗s
+ (x, 0) dx(x, 0) > η0

2
.
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In the second case, taking ε small (and so k large enough), by (3.2.25) we
obtain that∫

Rn
(Wk)

p+1
+ (x, 0) dx >

∫

Rn+1
+

ya|∇Wk|2 dX − Cε1/γ − ok(1)

>
∫

Rn+1
+ \B+

r+l̄+1

ya|∇Wk|2 dX − Cε1/γ − ok(1)

>
η0

4
.

Hence, in both the cases we have that

(3.2.27)
∫

Rn
(Wk)

p+1
+ (x, 0) dx >

η0

4
.

Now we define ψk := αkWk, with

αp−1
k :=

[Wk]2a
‖(Wk)+(·, 0)‖p+1

Lp+1(Rn)

.

Notice that from (3.2.21) we have that

[Wk]2a 6 ‖(Wk)+(·, 0)‖p+1
Lp+1(Rn)

+
∣∣∣∣ε
∫

Rn
h(x)(Wk)

q+1
+ (x, 0) dx

∣∣∣∣+ C ε1/γ + ok(1)

6 ‖(Wk)+(·, 0)‖p+1
Lp+1(Rn)

+ C ε1/γ + ok(1)

where (3.2.24) was used in the last line. Hence, thanks to (3.2.27), we get
that

(3.2.28) αp−1
k 6 1 + Cε1/2γ + ok(1).

Also, we notice that for this value of αk, we have the following:

[ψk]2a = α2
k[Wk]2a = αp+1

k ‖(Wk)+(·, 0)‖p+1
Lp+1(Rn)

= ‖(ψk)+(·, 0)‖p+1
Lp+1(Rn)

.

Thus, by (1.2.6) and Proposition 1.2.1, we obtain

S 6
[ψk(·, 0)]2

Ḣs(Rn)

‖(ψk)+(·, 0)‖2
Lp+1(Rn)

=
[ψk]2a

‖(ψk)+(·, 0)‖2
Lp+1(Rn)

=
‖(ψk)+(·, 0)‖p+1

Lp+1(Rn)

‖(ψk)+(·, 0)‖2
Lp+1(Rn)

= ‖(ψk)+(·, 0)‖
4s

n−2s

Lp+1(Rn)
.

In the last equality we have used the fact that p+ 1 = 2∗s. Consequently,

‖(Wk)+(·, 0)‖p+1
Lp+1(Rn)

=
‖(ψk)+(·, 0)‖p+1

Lp+1(Rn)

αp+1
k

> Sn/2s 1

αp+1
k

.

This together with (3.2.28) give that

Sn/2s 6 (1 + Cε1/γ + ok(1))
p+1
p−1 ‖(Wk)+(·, 0)‖p+1

Lp+1(Rn)

6 ‖(Wk)+(·, 0)‖p+1
Lp+1(Rn)

+ Cε1/γ + ok(1).



36 3. EXISTENCE OF A MINIMAL SOLUTION AND PROOF OF THEOREM 1.2.2

Also, we observe that
1
2
− 1
p+ 1

=
s

n
.

Hence,

Fε(Wk)−
1
2
〈F′ε(Wk),Wk〉 =

s

n
‖(Wk)+(·, 0)‖p+1

Lp+1(Rn)

−ε
(

1
q + 1

− 1
2

)∫

Rn
h(x)(Wk)

q+1
+ (x, 0) dx

> s

n
Sn/2s − Cε1/γ + ok(1).

Finally, using also (3.2.21), we get

(3.2.29) Fε(Wk) >
s

n
Sn/2s − Cε1/γ + ok(1).

Step 3: Lower bound for Fε(Uk). We first observe that, thanks to (3.2.14),
we can write

(3.2.30) Uk = (1− χ)Uk + χUk = Wk + Vk.

Therefore

Fε(Uk) = Fε(Vk) + Fε(Wk) +
∫

Rn+1
+

ya〈∇Vk,∇Wk〉 dX

+
1

p+ 1

∫

Rn
(Vk)

p+1
+ (x, 0) dx

+
ε

q + 1

∫

Rn
h(x)(Vk)

q+1
+ (x, 0) dx

+
1

p+ 1

∫

Rn
(Wk)

p+1
+ (x, 0) dx

+
ε

q + 1

∫

Rn
h(x)(Wk)

q+1
+ (x, 0) dx

− 1
p+ 1

∫

Rn
(Uk)

p+1
+ (x, 0) dx

− ε

q + 1

∫

Rn
h(x)(Uk)

q+1
+ (x, 0) dx.

(3.2.31)

On the other hand,
∫

Rn+1
+

ya〈∇Vk,∇Wk〉 dX

=
1
2

∫

Rn+1
+

ya〈∇Uk −∇Vk,∇Vk〉 dX +
1
2

∫

Rn+1
+

ya〈∇Uk −∇Wk,∇Wk〉 dX.
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Recall also that, according to (1.2.11),

〈F′ε(Uk)− F′ε(Vk), Vk〉

=
∫

Rn+1
+

ya〈∇Uk −∇Vk,∇Vk〉 dX

−ε
∫

Rn
h(x)(Uk)

q
+(x, 0)Vk(x, 0) dx−

∫

Rn
(Uk(x, 0))p+ Vk(x, 0) dx

+ε
∫

Rn
h(x)(Vk)

q+1
+ (x, 0) dx+

∫

Rn
(Vk)

p+1
+ (x, 0) dx,

and

〈F′ε(Uk)− F′ε(Wk),Wk〉

=
∫

Rn+1
+

ya〈∇Uk −∇Wk,∇Wk〉 dX

−ε
∫

Rn
h(x)(Uk)

q
+(x, 0)Wk(x, 0) dx−

∫

Rn
(Uk)

p
+(x, 0)Wk(x, 0) dx

+ε
∫

Rn
h(x)(Wk)

q+1
+ (x, 0) dx+

∫

Rn
(Wk)

p+1
+ (x, 0) dx.

Hence, plugging the three formulas above into (3.2.31) we get

Fε(Uk) = Fε(Vk) + Fε(Wk) +
1
2
〈F′ε(Uk)− F′ε(Vk), Vk〉+

1
2
〈F′ε(Uk)− F′ε(Wk),Wk〉

+
1

p+ 1

∫

Rn
(Vk)

p+1
+ (x, 0) dx+

ε

q + 1

∫

Rn
h(x)(Vk)

q+1
+ (x, 0) dx

+
1

p+ 1

∫

Rn
(Wk)

p+1
+ (x, 0) dx+

ε

q + 1

∫

Rn
h(x)(Wk)

q+1
+ (x, 0) dx

− 1
p+ 1

∫

Rn
(Uk)

p+1
+ (x, 0) dx− ε

q + 1

∫

Rn
h(x)(Uk)

q+1
+ (x, 0) dx

+
ε

2

∫

Rn
h(x)(Uk)

q
+(x, 0)Vk(x, 0) dx+

1
2

∫

Rn
(Uk)

p
+(x, 0)Vk(x, 0) dx

− ε

2

∫

Rn
h(x)(Vk)

q+1
+ (x, 0) dx− 1

2

∫

Rn
(Vk)

p+1
+ (x, 0) dx

+
ε

2

∫

Rn
h(x)(Uk)

q
+(x, 0)Wk(x, 0) dx+

1
2

∫

Rn
(Uk)

p
+(x, 0)Wk(x, 0) dx

− ε

2

∫

Rn
h(x)(Wk)

q+1
+ (x, 0) dx− 1

2

∫

Rn
(Wk)

p+1
+ (x, 0) dx.
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Notice that all the integrals with ε in front are bounded. Therefore, using
this and (3.2.17) and (3.2.18) we obtain that

Fε(Uk) >Fε(Vk) + Fε(Wk)

+
1

p+ 1

∫

Rn
(Vk)

p+1
+ (x, 0) dx+

1
p+ 1

∫

Rn
(Wk)

p+1
+ (x, 0) dx

− 1
p+ 1

∫

Rn
(Uk)

p+1
+ (x, 0) dx+

1
2

∫

Rn
(Uk)

p
+(x, 0)Vk(x, 0) dx

− 1
2

∫

Rn
(Vk)

p+1
+ (x, 0) dx+

1
2

∫

Rn
(Uk)

p
+(x, 0)Wk(x, 0) dx

− 1
2

∫

Rn
(Wk)

p+1
+ (x, 0) dx− Cε1/γ ,

(3.2.32)

for some positive C. We observe that, thanks to (3.2.30),
∫

Rn
(Uk)

p
+(x, 0)Vk(x, 0) dx+

∫

Rn
(Uk)

p
+(x, 0)Wk(x, 0) dx

=
∫

Rn
(Uk)

p
+(x, 0)

(
Vk(x, 0) +Wk(x, 0)

)
dx

=
∫

Rn
(Uk)

p+1
+ (x, 0) dx.

Therefore, (3.2.32) becomes

Fε(Uk) >Fε(Vk) + Fε(Wk)

+
1

p+ 1

∫

Rn
(Vk)

p+1
+ (x, 0) dx+

1
p+ 1

∫

Rn
(Wk)

p+1
+ (x, 0) dx

− 1
p+ 1

∫

Rn
(Uk)

p+1
+ (x, 0) dx− 1

2

∫

Rn
(Vk)

p+1
+ (x, 0) dx

+
1
2

∫

Rn
(Uk)

p+1
+ (x, 0) dx− 1

2

∫

Rn
(Wk)

p+1
+ (x, 0)p+1 dx− Cε1/γ

= Fε(Vk) + Fε(Wk)

+
(

1
2
− 1
p+ 1

)∫

Rn

(
(Uk)

p+1
+ (x, 0)− (Vk)

p+1
+ (x, 0)− (Wk)

p+1
+ (x, 0)

)
dx− Cε1/γ

= Fε(Vk) + Fε(Wk)

+
(

1
2
− 1
p+ 1

)∫

Rn
(Uk)

p+1
+ (x, 0)

(
1− χp+1(x, 0)− (1− χ(x, 0))p+1

)
dx− Cε1/γ ,

where (3.2.14) was used in the last line. Since p+ 1 > 2 and

1− χp+1(x, 0)− (1− χ(x, 0))p+1 > 0 for any x ∈ Rn,

this implies that

Fε(Uk) > Fε(Vk) + Fε(Wk)− Cε1/γ .
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This, (3.2.23) and (3.2.29) imply that

Fε(Uk) >
s

n
Sn/2s − c1ε

1/γ − C̄ε
p+1
p−q + ok(1).

Hence, taking the limit as k → +∞ we obtain that

cε = lim
k→+∞

Fε(Uk) >
s

n
Sn/2s − c1ε

1/γ − C̄ε
p+1
p−q ,

which is a contradiction with assumption (i) of Proposition 3.2.1. This
concludes the proof of Lemma 3.2.5. �

Proof of Proposition 3.2.1. By Lemma 3.2.5, we know that {Uk}k∈N
is a tight sequence. Moreover, from Lemma 3.2.3 we have that [Uk]a 6
M , for M > 0. Hence, also {(Uk)+}k∈N is a bounded tight sequence
in Ḣs

a(Rn+1
+ ). Therefore, there exists U ∈ Ḣs

a(Rn+1
+ ) such that

(Uk)+ ⇀ U in Ḣs
a(Rn+1

+ ).

Also, we observe that Theorem 1.1.4 in [24] implies that there exist
two measures on Rn and Rn+1

+ , ν and µ respectively, such that (Uk)
2∗s
+ (x, 0)

converges to ν and ya|∇(Uk)+|2 converges to µ as k → +∞, according to
Definition 2.2.2.

Hence, we can apply Proposition 2.2.3 and we obtain that
(3.2.33)
(Uk)

2∗s
+ (·, 0) converges to ν = U

2∗s (·, 0) +
∑

j∈J νjδxj as k → +∞, with νj > 0,

(3.2.34)
ya|∇(Uk)+|2 converges to µ > ya|∇U |2 +

∑
j∈J µjδ(xj ,0) as k → +∞, with µj > 0,

and

(3.2.35) µj > Sν2/2∗s
j for all j ∈ J,

where J is an at most countable set.
We want to prove that µj = νj = 0 for any j ∈ J . For this, we suppose

by contradiction that there exists j ∈ J such that µj 6= 0. We denote
Xj := (xj , 0). Moreover, we fix δ > 0 and we consider a cut-off function
φδ ∈ C∞(Rn+1

+ , [0, 1]), defined as

φδ(X) =

{
1, if X ∈ B+

δ/2(Xj),

0, if X ∈ (B+
δ (Xj))c,

with |∇φδ| 6 C
δ .

We claim that there exists a constant C > 0 such that

(3.2.36) [φδ (Uk)+]a 6 C.
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Indeed, we compute

[φδ (Uk)+]2a =
∫

Rn+1
+

ya|∇(φδ(Uk)+)|2 dX

=
∫

B+
δ (Xj)

ya|∇φδ|2(Uk)2
+ dX +

∫

B+
δ (Xj)

ya φ2
δ |∇(Uk)+|2 dX

+2
∫

B+
δ (Xj)

ya φδ (Uk)+〈∇φδ,∇(Uk)+〉 dX

6 C2

δ2

∫

B+
δ (Xj)

ya|Uk|2 dX +
∫

B+
δ (Xj)

ya|∇Uk|2 dX

+
2C
δ

∫

B+
δ (Xj)

ya|Uk| |∇Uk| dX

6 C

(∫

B+
δ (Xj)

ya|Uk|2γ dX
)1/γ

+
∫

B+
δ (Xj)

ya|∇Uk|2 dX

+C

(∫

B+
δ (Xj)

ya|Uk|2γ dX
)1/2γ (∫

B+
δ (Xj)

ya|∇Uk|2 dX
)1/2

6 CM2,

up to renaming C, where we have used Proposition 2.1.1 and Lemma 3.2.3
in the last step. This shows (3.2.36).

Hence, from (1.2.11), (3.2.36) and (ii) in Proposition 3.2.1 we deduce
that

0 = lim
k→∞

〈F′ε(Uk), φδ(Uk)+〉

= lim
k→∞

(∫

Rn+1
+

ya〈∇Uk,∇(φδ(Uk)+)〉 dX

− ε

∫

Rn
h(x)φδ(x, 0)(Uk)

q+1
+ (x, 0) dx−

∫

Rn
φδ(x, 0)(Uk)

p+1
+ (x, 0) dx

)

= lim
k→∞

(∫

Rn+1
+

ya|∇(Uk)+|2φδ dX +
∫

Rn+1
+

ya〈∇(Uk)+,∇φδ〉(Uk)+ dX

− ε

∫

Rn
h(x)φδ(x, 0)(Uk)

q+1
+ (x, 0) dx−

∫

Rn
φδ(x, 0)(Uk)

p+1
+ (x, 0) dx

)
.

(3.2.37)

Now we recall that p+ 1 = 2∗s, and so, using (3.2.33) and (3.2.34), we have
that

lim
k→+∞

∫

Rn
φδ(x, 0)(Uk)

p+1
+ (x, 0) dx =

∫

Rn
φδ(x, 0) dν(3.2.38)

and lim
k→+∞

∫

Rn+1
+

ya|∇(Uk)+|2φδ dX =
∫

Rn+1
+

φδ dµ.(3.2.39)
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Also, we observe that supp(φδ) ⊆ B+
δ (Xj). Moreover [(Uk)+(·, 0)]Ḣs(Rn) =

[(Uk)+]a 6 M , thanks to (1.2.6) and Lemma 3.2.3. Finally, the Hölder
inequality and Proposition 1.2.1 imply that ‖(Uk)+(·, 0)‖L2(B+

δ (xj))
6 C, for

a suitable positive constant C. Hence, we can apply Theorem 7.1 in [21]
and we obtain that
(3.2.40)
(Uk)+(·, 0) converges to U(·, 0) strongly in Lr(B+

δ (xj)) as k → +∞, for any r ∈ [1, 2].

Therefore,
∣∣∣∣
∫

Rn
h(x)φδ(x, 0)(Uk)

q+1
+ (x, 0) dx−

∫

Rn
h(x)φδ(x, 0)U q+1(x, 0) dx

∣∣∣∣

=

∣∣∣∣∣

∫

B+
δ (Xj)∩{y=0}

h(x)φδ(x, 0)((Uk)
q+1
+ (x, 0)− U q+1(x, 0)) dx

∣∣∣∣∣

6 ‖h‖L∞(Rn)

∣∣∣∣∣

∫

B+
δ (Xj)∩{y=0}

((Uk)
q+1
+ (x, 0)− U q+1(x, 0)) dx

∣∣∣∣∣ ,

which together with (3.2.40) implies that
(3.2.41)

lim
k→+∞

∫

Rn
h(x)φδ(x, 0)(Uk)

q+1
+ (x, 0) dx =

∫

B+
δ (Xj)∩{y=0}

h(x)φδ(x, 0)U q+1(x, 0) dx.

Finally, taking the limit as δ → 0 we get

lim
δ→0

lim
k→+∞

∫

Rn
h(x)φδ(x, 0)(Uk)

q+1
+ (x, 0) dx

= lim
δ→0

∫

B+
δ (Xj)∩{y=0}

h(x)φδ(x, 0)U q+1(x, 0) dx = 0.
(3.2.42)

Also, by the Hölder inequality and Lemma 3.2.3 we obtain that

∣∣∣∣
∫

Rn+1
+

ya〈∇(Uk)+,∇φδ〉(Uk)+ dX

∣∣∣∣ =
∣∣∣∣
∫

B+
δ (Xj)

ya〈∇(Uk)+,∇φδ〉(Uk)+ dX

∣∣∣∣

6
(∫

B+
δ (Xj)

ya|∇Uk|2 dX
)1/2(∫

B+
δ (Xj)

ya(Uk)2
+|∇φδ|2 dX

)1/2

6M
(∫

B+
δ (Xj)

ya(Uk)2
+|∇φδ|2 dX

)1/2

.

(3.2.43)

Notice that, since {(Uk)+} is a bounded sequence in Ḣs
a(Rn+1

+ ), using Lemma 2.1.2,
we have

(3.2.44) lim
k→+∞

∫

B+
δ (Xj)

ya(Uk)2
+|∇φδ|2 dX =

∫

B+
δ (Xj)

yaU
2|∇φδ|2 dX.
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Moreover, by the Hölder inequality,
(3.2.45)
∫

B+
δ (Xj)

yaU
2|∇φδ|2 dX 6

(∫

B+
δ (Xj)

yaU
2γ
dX

)1/γ (∫

B+
δ (Xj)

ya|∇φδ|2γ
′
dX

)1/γ′

,

where

(3.2.46) γ′ =
n− 2s+ 2

2
.

Thus, taking into account that |∇φδ| 6 C
δ , we have

(∫

B+
δ (Xj)

ya|∇φδ|2γ
′
dX

)1/γ′

6 C2

δ2

(∫

B+
δ (Xj)

ya dX

)1/γ′

6 C2

δ2
δ
n+1+a
γ′ .

We recall (3.2.46) and that a = 1− 2s, and we obtain that
n+ 1 + a

γ′
− 2 = 0,

and so (∫

B+
δ (Xj)

ya|∇φδ|2γ
′
dX

)1/γ′

6 C2.

This and (3.2.45) give that
∫

B+
δ (Xj)

yaU
2|∇φδ|2 dX 6 C2

(∫

B+
δ (Xj)

yaU
2γ
dX

)1/γ

,

Hence

lim
δ→0

∫

B+
δ (Xj)

yaU
2|∇φδ|2 dX 6 C2 lim

δ→0

(∫

B+
δ (Xj)

yaU
2γ
dX

)1/γ

= 0.

From this and (3.2.44) we obtain
(3.2.47)

lim
δ→0

lim
k→+∞

∫

B+
δ (Xj)

ya(Uk)2
+|∇φδ|2 dX = lim

δ→0

∫

B+
δ (Xj)

yaU
2|∇φδ|2 dX = 0.

Using (3.2.38), (3.2.39), (3.2.42) and (3.2.47) in (3.2.37), we obtain that

0 = lim
δ→0

lim
k→∞

〈F′ε(Uk), φδ(Uk)+〉

= lim
δ→0

(∫

Rn+1
+

φδ dµ−
∫

Rn
φδ(x, 0) dν

)

= lim
δ→0

(∫

B+
δ (Xj)

φδ dµ−
∫

B+
δ (Xj)∩{y=0}

φδ(x, 0) dν

)

>µj − νj ,

(3.2.48)
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thanks to (3.2.33) and (3.2.34). Therefore, recalling (3.2.35), we obtain that

νj > µj > S ν2/2∗s
j .

Hence, either νj = µj = 0 or ν1−2/2∗

j > S. Since we are assuming that
µj 6= 0, the first possibility cannot occur, and so, from the second one, we
have that

(3.2.49) νj > Sn/2s.

Now, from Lemma 3.2.3 we know that [(Uk)+(·, 0)]a 6 M . Moreover
we observe that q + 1 < 2 < 2∗s. Hence Proposition 1.2.1 and the compact
embedding in Theorem 7.1 in [21] imply that

‖(Uk)+(·, 0)− U(·, 0)‖L2∗s (Rn) 6 2M

and (Uk)+(·, 0)→ U(·, 0) in Lq+1
loc (Rn) as k → +∞.

Therefore, recalling (1.1.5) and (1.1.3), and using the Hölder inequality, we
obtain

∣∣∣∣
∫

Rn
h(x)

(
(Uk)+(x, 0)− U(x, 0)

)q+1
dx

∣∣∣∣

6
∫

BR

|h(x)| |(Uk)+(x, 0)− U(x, 0)|q+1 dx+
∫

Rn\BR
|h(x)| |(Uk)+(x, 0)− U(x, 0)|q+1 dx

6 ‖h‖L∞(Rn)‖((Uk)+ − U)(·, 0)‖Lq+1(BR) + ‖h‖Lα(Rn\BR)‖((Uk)+ − U)(·, 0)‖q+1

L2∗s (Rn)

6 C ‖((Uk)+ − U)(·, 0)‖Lq+1(BR) + (2M)q+1‖h‖Lα(Rn\BR),

where α satisfies
1
α

= 1 − q + 1
2∗s

. Hence, letting first k → +∞ and then

R→ +∞, we conclude that

(3.2.50) lim
k→+∞

∫

Rn
h(x)(Uk)

q+1
+ (x, 0) dx =

∫

Rn
h(x)U q+1(x, 0) dx.

On the other hand, let {ϕm}m∈N ∈ C∞0 (Rn) be a sequence such that
0 6 ϕm 6 1 and lim

m→∞
ϕm(x) = 1 for all x ∈ Rn. Thus, by (3.2.33), we have

that

lim
k→+∞

∫

Rn
(Uk)

p+1
+ (x, 0) dx > lim

k→+∞

∫

Rn
(Uk)

p+1
+ (x, 0)ϕm dx =

∫

Rn
ϕm dν.

Furthermore, by Fatou’s lemma and (3.2.49),

lim
m→∞

∫

Rn
ϕm dν >

∫

Rn
dν > Sn/2s +

∫

Rn
U
p+1(x, 0) dx.
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So, using the last two formulas we get

lim
k→∞

∫

Rn
(Uk)

p+1
+ (x, 0) dx = lim

m→+∞
lim
k→∞

∫

Rn
(Uk)

p+1
+ (x, 0) dx

> lim
m→+∞

∫

Rn
ϕm dν

>Sn/2s +
∫

Rn
U
p+1(x, 0) dx.

(3.2.51)

Now, since [Uk]a 6M (thanks to Lemma 3.2.3), from (ii) in Proposition
3.2.1 we have that

lim
k→+∞

〈F′ε(Uk), Uk〉 = 0,

and so, by hypothesis (i) we get

(3.2.52) lim
k→∞

(
Fε(Uk)−

1
2
〈F′ε(Uk), Uk〉

)
= cε.

On the other hand,

lim
k→∞

(
Fε(Uk)−

1
2
〈F′ε(Uk), Uk〉

)

= lim
k→+∞

((
1
2
− 1
p+ 1

)∫

Rn
(Uk)

p+1
+ (x, 0) dx− ε

(
1

q + 1
− 1

2

)∫

Rn
h(x)(Uk)

q+1
+ (x, 0) dx

)
.

We notice that
1
2
− 1
p+ 1

=
s

n
,

and so from (3.2.50) and (3.2.51) we obtain that

lim
k→∞

(
Fε(Uk)−

1
2
〈F′ε(Uk), Uk〉

)

> s

n
Sn/2s +

s

n

∫

Rn
U
p+1(x, 0) dx− ε

(
1

q + 1
− 1

2

)∫

Rn
h(x)U q+1(x, 0) dx

> s

n
Sn/2s +

s

n
‖U(·, 0)‖p+1

Lp+1(Rn)
− ε

(
1

q + 1
− 1

2

)
‖h‖Lm(Rn)‖U(·, 0)‖q+1

Lp+1(Rn)

> s

n
Sn/2s − C̄ε

p+1
p−q ,

where we have applied Lemma 3.2.4 with α := ‖U(·, 0)‖Lp+1(Rn) in the last
line. This and (3.2.52) imply that

cε >
s

n
Sn/2s − C̄ε

p+1
p−q ,

which gives a contradiction with (3.2.1).
Therefore, necessarily µj = νj = 0. Repeating this argument for every

j ∈ J , we obtain that µj = νj = 0 for any j ∈ J . Hence, by (3.2.33),

(3.2.53) lim
k→+∞

∫

Rn
(Uk)

2∗s
+ (x, 0)ϕdx =

∫

Rn
U

2∗s (x, 0)ϕdx,
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for any ϕ ∈ C0(Rn).
Then the desired result will follow. Indeed, we use Lemmata 3.1.1

and 3.1.2, with vk(x) := (Uk)+(x, 0) and v(x) := U(x, 0). More precisely,
condition (3.1.4) is guaranteed by (3.2.53), while condition (3.1.5) follows
from Lemma 3.2.5. This says that we can use Lemma 3.1.2 and obtain that
(Uk)+(·, 0) → U(·, 0) in L2∗s (Rn, [0,+∞)). With this, the assumptions of
Lemma 3.1.1 are satisfied, which in turn gives that

lim
k→+∞

∫

Rn
|(Uk)q+(x, 0)− U q(x, 0)|

2∗s
q dx = 0

and lim
k→+∞

∫

Rn
|(Uk)p+(x, 0)− Up(x, 0)| 2n

n+2s dx = 0.

Therefore, we can fix δ ∈ (0, 1), to be taken arbitrarily small in the sequel,
and say that

∫

Rn
|(Uk)q+(x, 0)− (Um)q+(x, 0)|

2∗s
q dx

+
∫

Rn
|(Uk)p+(x, 0)− (Um)p+(x, 0)| 2n

n+2s dx 6 δ
(3.2.54)

for any k, m large enough, say larger than some k?(δ).
Let us now take Φ ∈ Ḣs

a(Rn+1
+ ) with

(3.2.55) [Φ]a = 1.

By assumption (ii) in Proposition 3.2.1 we know that for large k (again, say,
up to renaming quantities, that k > k?(δ)),

|〈F′ε(Uk),Φ〉| 6 δ.

This and (1.2.11) say that
∣∣∣
∫

Rn+1
+

ya〈∇Uk(X),∇Φ(X)〉 dX

−ε
∫

Rn
h(x) (Uk)

q
+(x, 0)φ(x) dx−

∫

Rn
(Uk)

p
+(x, 0)φ(x) dx

∣∣∣ 6 δ,

where φ(x) := Φ(x, 0). In particular, for k, m > k?(δ),
∣∣∣
∫

Rn+1
+

ya〈∇(Uk(X)− Um(X)),∇Φ(X)〉 dX

−ε
∫

Rn
h(x)

(
(Uk)

q
+(x, 0)− (Um)q+(x, 0)

)
φ(x) dx

−
∫

Rn

(
(Uk)

p
+(x, 0)− (Um)p+(x, 0)

)
φ(x) dx

∣∣∣ 6 2δ.
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So, using the Hölder inequality with exponents 2n
n+2s−q(n−2s)

2∗s
q = 2n

q(n−2s)

and 2∗s = 2n
n−2s , and with exponents 2∗s

p = 2n
n+2s and 2∗s, we obtain

∣∣∣∣∣

∫

Rn+1
+

ya〈∇(Uk(X)− Um(X)),∇Φ(X)〉 dX
∣∣∣∣∣

6
∣∣∣∣
∫

Rn
h(x)

(
(Uk)

q
+(x, 0)− (Um)q+(x, 0)

)
φ(x) dx

∣∣∣∣

+
∣∣∣∣
∫

Rn

(
(Uk)

p
+(x, 0)− (Um)p+(x, 0)

)
φ(x) dx

∣∣∣∣+ 2δ

6
[∫

Rn
|h(x)|

2n
n+2s−q(n−2s) dx

]n+2s−q(n−2s)
2n

·
[∫

Rn

∣∣(Uk)q+(x, 0)− (Um)q+(x, 0)
∣∣ 2∗s
q dx

] q(n−2s)
2n

[∫

Rn
|φ(x)|2∗s dx

] 1
2∗s

+
[∫

Rn

∣∣(Uk)p+(x, 0)− (Um)p+(x, 0)
∣∣ 2n
n+2s dx

]n+2s
2n
[∫

Rn
|φ(x)|2∗s dx

] 1
2∗s

+ 2δ.

Thus, by (1.1.5) and (3.2.54),
∣∣∣∣∣

∫

Rn+1
+

ya〈∇(Uk(X)− Um(X)),∇Φ(X)〉 dX
∣∣∣∣∣ 6 C δ

q(n−2s)
2n ‖φ‖L2∗s (Rn)+C δ

n+2s
2n ‖φ‖L2∗s (Rn)+2δ,

for some C > 0. Now, by (1.2.7) and (3.2.55), we have that ‖φ‖L2∗s (Rn) 6
S−1/2[Φ]a = S−1/2, therefore, up to renaming constants,

∣∣∣∣∣

∫

Rn+1
+

ya〈∇(Uk(X)− Um(X)),∇Φ(X)〉 dX
∣∣∣∣∣ 6 Cδ

γ ,

for some C, γ > 0, as long as k, m > k?(δ). Since this inequality is valid for
any Φ satisfying (3.2.55), we have proved that

[Uk − Um]a 6 Cδγ ,
that says that Uk is a Cauchy sequence in Ḣs

a(Rn+1
+ ), and then the desired

result follows. �

3.3. Proof of Theorem 1.2.2

With all this, we are in the position to prove Theorem 1.2.2.

Proof of Theorem 1.2.2. We recall that (1.1.5) holds true. Thus,
applying the Hölder inequality and Proposition 1.2.1, for U ∈ Ḣs

a(Rn+1
+ ) we

have

Fε(U) > 1
2

[U ]2a − c1‖U+(·, 0)‖p+1
Lp+1(Rn)

− c2ε ‖h‖Lm(Rn)‖U+(·, 0)‖q+1
Lp+1(Rn)

> 1
2

[U ]2a − c̃1[U ]p+1
a − εc̃2[U ]q+1

a .
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We consider the function

φ(t) =
1
2
t2 − c̃1t

p+1 − εc̃2t
q+1, t > 0.

Since q+1 < 2 < p+1, we have that for every ε > 0 we can find ρ = ρ(ε) > 0
satisfying φ(ρ) = 0 and φ(t) < 0 for any t ∈ (0, ρ). As a matter of fact, ρ is
the first zero of the function φ.

Furthermore, it is not difficult to see that

(3.3.1) ρ(ε)→ 0 as ε→ 0.

Thus, there exist c0 > 0 and ε0 > 0 such that for all ε < ε0,

(3.3.2)

{
Fε(U) > −c0 if [U ]a < ρ(ε0),
Fε(U) > 0 if [U ]a = ρ(ε0).

Now we take ϕ ∈ C∞0 (Rn+1
+ ), ϕ > 0, [ϕ]a = 1, and such that supp(ϕ(·, 0)) ⊂

B, where B is given in condition (1.1.4). Hence, for any t > 0,

Fε(tϕ) =
1
2
t2 − ε

q + 1
tq+1

∫

Rn
h(x)ϕq+1(x, 0) dx− tp+1

p+ 1

∫

Rn
ϕp+1(x, 0) dx

6 1
2
t2 − ε

q + 1
tq+1 inf

B
h

∫

B
ϕq+1(x, 0) dx− tp+1

p+ 1

∫

B
ϕp+1(x, 0) dx.

This inequality and condition (1.1.4) give that, for any ε < ε0 (possibly
taking ε0 smaller) there exists t0 < ρ(ε0) such that, for any t < t0, we have

Fε(tϕ) < 0.

This implies that

iε := inf
U∈Ḣs

a(Rn+1
+ ),[U ]a<ρ(ε0)

Fε(U) < 0.

This and (3.3.2) give that, for 0 < ε < ε0,

−∞ < −c0 6 iε < 0.

Now we take a minimizing sequence {Uk} and we observe that

lim
ε→0

lim
k→+∞

Fε(Uk) = lim
ε→0

iε 6 0 <
s

n
S
n
2s .

Hence, condition (3.2.1) is satisfied with cε := iε, and so we can apply
Proposition 3.2.1 and we conclude that iε is attained at some minimum Uε.

Finally, since [Uε]a 6 ρ(ε0), (3.3.1) implies that Uε converges to 0 in
Ḣs
a(Rn+1

+ ) as ε tends to 0. This concludes the proof of Theorem 1.2.2. �





CHAPTER 4

Regularity and positivity of the solution

4.1. A regularity result

In this section we show a regularity result that allows us to say that a
nonnegative solution to (1.1.1) is bounded.

Proposition 4.1.1. Let u ∈ Ḣs(Rn) be a nonnegative solution to the
problem

(−∆)su = f(x, u) in Rn,

and assume that |f(x, t)| 6 C(1 + |t|p), for some 1 6 p 6 2∗s − 1 and C > 0.
Then u ∈ L∞(Rn).

Proof. Let β > 1 and T > 0, and let us define

ϕ(t) =





0, if t 6 0,
tβ, if 0 < t < T,

βT β−1(t− T ) + T β, if t > T.

Since ϕ is convex and Lipschitz,

(4.1.1) ϕ(u) ∈ Ḣs(Rn)

and

(4.1.2) (−∆)sϕ(u) 6 ϕ′(u)(−∆)su

in the weak sense.
We recall that (1.2.6) and Proposition 1.2.1 imply that, for any u ∈

Ḣs(Rn),
‖u‖L2∗s (Rn) 6 S

−2[u]Ḣs(Rn).

Moreover, by Proposition 3.6 in [21] we have that

[u]Ḣs(Rn) = ‖(−∆)s/2u‖L2(Rn).

Hence, from (4.1.1), an integration by parts and (4.1.2) we deduce that

‖ϕ(u)‖2
L2∗s (Rn)

6 S−1

∫

Rn
|(−∆)s/2ϕ(u)|2 dx

= S−1

∫

Rn
ϕ(u)(−∆)sϕ(u) dx 6 S−1

∫

Rn
ϕ(u)ϕ′(u)(−∆)su dx.

49
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Therefore, from the assumption on u and f we obtain

‖ϕ(u)‖2
L2∗s (Rn)

6 S−1

∫

Rn
ϕ(u)ϕ′(u)(1 + u2∗s−1) dx

= S−1

(∫

Rn
ϕ(u)ϕ′(u) dx+

∫

Rn
ϕ(u)ϕ′(u)u2∗s−1 dx

)
.

Using that ϕ(u)ϕ′(u) 6 βu2β−1 and uϕ′(u) 6 βϕ(u), we have

(4.1.3)
(∫

Rn
(ϕ(u))2∗s

)2/2∗s
6 Cβ

(∫

Rn
u2β−1 dx+

∫

Rn
(ϕ(u))2u2∗s−2 dx

)
,

where C is a positive constant that does not depend on β. Notice that the
last integral is well defined for every T in the definition of ϕ. Indeed,
∫

Rn
(ϕ(u))2u2∗s−2 dx =

∫

{u6T}
(ϕ(u))2u2∗s−2 dx+

∫

{u>T}
(ϕ(u))2u2∗s−2 dx

6 T 2β−2

∫

Rn
u2∗s dx+ C

∫

Rn
u2∗s dx < +∞,

where we have used that β > 1 and that ϕ(u) is linear when u > T . We
choose now β in (4.1.3) such that 2β − 1 = 2∗s, and we name it β1, that is,

(4.1.4) β1 :=
2∗s + 1

2
.

Let R > 0 to be fixed later. Attending to the last integral in (4.1.3)
and applying the Hölder’s inequality with exponents r := 2∗s/2 and r′ :=
2∗s/(2

∗
s − 2),

∫

Rn
(ϕ(u))2u2∗s−2 dx =

∫

{u6R}
(ϕ(u))2u2∗s−2 dx+

∫

{u>R}
(ϕ(u))2u2∗s−2 dx

6
∫

{u6R}

(ϕ(u))2

u
R2∗s−1 dx+

(∫

Rn
(ϕ(u))2∗s dx

)2/2∗s
(∫

{u>R}
u2∗s dx

) 2∗s−2

2∗s
.

(4.1.5)

By the Monotone Convergence Theorem, we can choose R large enough so
that

(∫

{u>R}
u2∗s dx

) 2∗s−2

2∗s
6 1

2Cβ1
,

where C is the constant appearing in (4.1.3). Therefore, we can absorb the
last term in (4.1.5) by the left hand side of (4.1.3) to get
(∫

Rn
(ϕ(u))2∗s dx

)2/2∗s
6 2Cβ1

(∫

Rn
u2∗s dx+R2∗s−1

∫

Rn
(ϕ(u))2

u
dx

)
,
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where (4.1.4) is also used. Now we use that ϕ(u) 6 uβ1 and (4.1.4) once
again in the right hand side and we take T →∞: we obtain
(∫

Rn
u2∗sβ1 dx

)2/2∗s
6 2Cβ1

(∫

Rn
u2∗s dx+R2∗s−1

∫

Rn
u2∗s dx

)
< +∞,

and therefore

(4.1.6) u ∈ L2∗sβ1(Rn).

Let us suppose now β > β1. Thus, using that ϕ(u) 6 uβ in the right
hand side of (4.1.3) and letting T →∞ we get

(4.1.7)
(∫

Rn
u2∗sβ dx

)2/2∗s
6 Cβ

(∫

Rn
u2β−1 dx+

∫

Rn
u2β+2∗s−2 dx

)
.

Furthermore, we can write

u2β−1 = uaub,

with a := 2∗s(2∗s−1)
2(β−1) and b := 2β − 1 − a. Notice that, since β > β1, then

0 < a, b < 2∗s. Hence, applying Young’s inequality with exponents

r := 2∗s/a and r′ := 2∗s/(2
∗
s − a),

there holds ∫

Rn
u2β−1 dx 6 a

2∗s

∫

Rn
u2∗s dx+

2∗s − a
2∗s

∫

Rn
u

2∗sb
2∗s−a dx

6
∫

Rn
u2∗s dx+

∫

Rn
u2β+2∗s−2 dx

6 C
(

1 +
∫

Rn
u2β+2∗s−2 dx

)
,

with C > 0 independent of β. Plugging this into (4.1.7),
(∫

Rn
u2∗sβ dx

)2/2∗s
6 Cβ

(
1 +

∫

Rn
u2β+2∗s−2 dx

)
,

with C changing from line to line, but remaining independent of β. There-
fore,
(4.1.8)(

1 +
∫

Rn
u2∗sβ dx

) 1
2∗s(β−1)

6 (Cβ)
1

2(β−1)

(
1 +

∫

Rn
u2β+2∗s−2 dx

) 1
2(β−1)

,

that is (2.6) in [8, Proposition 2.2]. From now on, we follow exactly their
iterative argument. That is, we define βm+1, m > 1, so that

2βm+1 + 2∗s − 2 = 2∗sβm.

Thus,

βm+1 − 1 =
(

2∗s
2

)m
(β1 − 1),
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and replacing in (4.1.8) it yields
(

1 +
∫

Rn
u2∗sβm+1 dx

) 1
2∗s(βm+1−1)

6 (Cβm+1)
1

2(βm+1−1)

(
1 +

∫

Rn
u2∗sβm dx

) 1
2∗s(βm−1)

.

Defining Cm+1 := Cβm+1 and

Am :=
(

1 +
∫

Rn
u2∗sβm dx

) 1
2∗s(βm−1)

,

we conclude that there exists a constant C0 > 0 independent of m, such that

Am+1 6
m+1∏

k=2

C
1

2(βk−1)

k A1 6 C0A1.

Thus,
‖u‖L∞(Rn) 6 C0A1 < +∞,

thanks to (4.1.6). This finishes the proof of Proposition 4.1.1. �

Corollary 4.1.2. Let u ∈ Ḣs(Rn) be a solution of (1.2.1) and let U
be its extension, according to (1.2.3).

Then u ∈ L∞(Rn), and U ∈ L∞(Rn+1
+ ).

Proof. First we observe that u > 0, thanks to Proposition 1.2.3. More-
over, since u is a solution to (1.1.1), it solves

(−∆)su = f(x, u) in Rn,

where f(x, t) := εh(x)tq+ + tp+. It is easy to check that f satisfies the hy-
potheses of Proposition 4.1.1. Hence the boundedness of u simply follows
from Proposition 4.1.1.

Let us now show the L∞ estimate for U . According to (1.2.3), for
any (x, z) ∈ Rn+1

+ ,

U(x, z) =
∫

Rn
u(x− y)Ps(y, z) dy.

Therefore,

|U(x, z)| 6 ‖u‖L∞(Rn)

∫

Rn
Ps(y, z) dy = ‖u‖L∞(Rn),

for any (x, z) ∈ Rn+1
+ , which implies the L∞-bound for U , and concludes the

proof of the corollary. �

Finally, we can prove that a solution to (1.2.1) is continuous, as stated
in the following:

Corollary 4.1.3. Let u ∈ Ḣs(Rn) be a solution of (1.2.1) and let U
be its extension, according to (1.2.3).

Then u ∈ Cα(Rn), for any α ∈ (0,min{2s, 1}), and U ∈ C(Rn+1
+ ).
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Proof. The regularity of u follows from Corollary 4.1.2 and Proposi-
tion 5 in [35], being u a solution to (1.2.1). The continuity of U follows from
Lemma 4.4 in [15]. �

4.2. A strong maximum principle and positivity of the solutions

In this section we deal with the problem of the positivity of the solutions
to (1.2.1). We have shown in Proposition 1.2.3 that a solution of (1.2.1) is
nonnegative. Here we prove that if h > 0 then the solution is strictly
positive.

Following is the strong maximum principle for weak solutions needed for
our purposes:

Proposition 4.2.1. Let u be a bounded, continuous function, with u > 0
in Rn and (−∆)su > 0 in the weak sense in Ω. If there exists x? ∈ Ω such
that u(x?) = 0, then u vanishes identically in Rn.

Proof. Let R > 0 such that BR(x?) ⊂ Ω. For any r ∈ (0, R), we
consider the solution of

(4.2.1)
{

(−∆)svr = 0 in Br(x?),
vr = u in Rn \Br(x?)

Notice that vr may be obtained by direct minimization and vr is continuous
in the whole of Rn (see e.g. Theorem 2 in [35]). Moreover, if wr := vr − u,
we have that (−∆)swr 6 0 in the weak sense in Br(x?), and wr vanishes
outside Br(x?). Accordingly, by the weak maximum principle for weak so-
lutions (see e.g. Lemma 6 in [35]), we have that wr 6 0 in the whole of Rn,
which gives that vr 6 u. In particular,

(4.2.2) vr(x?) 6 u(x?) = 0.

The weak maximum principle for weak solutions and the fact that vr = u > 0
outside Br(x?) also imply that vr > 0 in Rn. This and (4.2.2) say that

(4.2.3) min
Rn

vr = vr(x?) = 0.

In addition, vr is also a solution of (4.2.1) in the viscosity sense (see e.g.
Theorem 1 in [35]), hence it is smooth in the interior of Br(x?), and we can
compute (−∆)svr(x?) and obtain from (4.2.3) that

0 =
∫

Rn
vr(x? + y) + vr(x? − y)− 2vr(x?)

|y|n+2s
dy > 0.

This implies that vr is constant in Rn, that is vr(x) = vr(x?) = 0 for
any x ∈ Rn. In particular 0 = vr(x) = u(x) for any x ∈ Rn \ Br(x?). By
taking r arbitrarily small, we obtain that u(x) = 0 for any x ∈ Rn \ {x?},
and the desired result plainly follows. �

Thanks to Proposition 4.2.1 we now show the positivity of solutions of
(1.2.1).
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Corollary 4.2.2. Let u ∈ Ḣs(Rn), u 6= 0, be a solution of (1.2.1).
Suppose also that h > 0. Then, u > 0.

Proof. First we observe that u ∈ Cα(Rn)∩L∞(Rn), for some α ∈ (0, 1),
thanks to Corollaries 4.1.2 and 4.1.3. Also, by Proposition 1.2.3 we have that
u > 0. Moreover, since u is a solution to (1.2.1) with h > 0, then u satisfies

(−∆)su > 0 in Rn.

This means that the hypotheses of Proposition 4.2.1 are satisfied, and so if
u is equal to zero at some point then u must be identically zero in Rn. This
contradicts the fact that u 6= 0, and thus implies the desired result. �



CHAPTER 5

Existence of a mountain pass solution and proof of
Theorem 1.2.4

5.1. Existence of a local minimum for Iε

In this section we show that U = 0 is a local minimum for Iε.

Proposition 5.1.1. Let Uε be a local positive minimum of Fε in Ḣs
a(Rn+1

+ ).
Then U = 0 is a local minimum of Iε in Ḣs

a(Rn+1
+ ).

Proof. Let Uε be a local minimum of Fε in Ḣs
a(Rn+1

+ ). Then, there
exists η > 0 such that

(5.1.1) Fε(Uε + U) > Fε(Uε), if u ∈ Ḣs
a(Rn+1

+ ) s.t. [U ]a 6 η.

Moreover, since Uε is a positive critical point of Fε, we have that, for every
V ∈ Ḣs

a(Rn+1
+ ),

∫

Rn+1
+

ya〈∇Uε,∇V 〉 dX −
∫

Rn
Uε(x, 0)pV (x, 0) dx

− ε
∫

Rn
h(x)Uε(x, 0)qV (x, 0) dx = 0.

(5.1.2)

Now, we take U ∈ Ḣs
a(Rn+1

+ ) such that

(5.1.3) [U ]a 6 η.

From (1.2.15) and (1.2.17), we have that

Iε(U) =
1
2

∫

Rn+1
+

ya|∇U |2 dX

− ε

q + 1

∫

Rn
h(x)

(
(Uε + U+)q+1 − U q+1

ε

)
dx+ ε

∫

Rn
h(x)U qεU+ dx

− 1
p+ 1

∫

Rn

(
(Uε + U+)p+1 − Up+1

ε

)
dx+

∫

Rn
UpεU+ dx.

55
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On the other hand, recalling the definition of Fε in (1.2.10), we have that

Fε(Uε + U+)− Fε(Uε)

=
1
2

∫

Rn+1
+

ya|∇U+|2 dX +
∫

Rn+1
+

ya〈∇Uε,∇U+〉 dX

− ε

q + 1

∫

Rn
h(x)

(
(Uε + U+)q+1 − U q+1

ε

)
dx

− 1
p+ 1

∫

Rn

(
(Uε + U+)p+1 − Up+1

ε

)
dx

=
1
2

∫

Rn+1
+

ya|∇U+|2 dX +
∫

Rn+1
+

ya〈∇Uε,∇U+〉 dX

− ε

q + 1

∫

Rn
h(x)

(
(Uε + U+)q+1 − U q+1

ε

)
dx

− 1
p+ 1

∫

Rn

(
(Uε + U+)p+1 − Up+1

ε

)
dx,

where in the last equality we have used the fact that both Uε and Uε + U+

are positive. Hence, the last two formulas give that

Iε(U) =
1
2

∫

Rn+1
+

ya|∇U−|2 dX + Fε(Uε + U+)− Fε(Uε)

−
∫

Rn+1
+

ya〈∇Uε,∇U+〉 dX

+ε
∫

Rn
h(x)U qεU+ dx+

∫

Rn
UpεU+ dx.

Using (5.1.2) with V := U+, we obtain

Iε(U) =
1
2

∫

Rn+1
+

ya|∇U−|2 dX + Fε(Uε + U+)− Fε(Uε).

Moreover, we observe that [U+]a 6 η, thanks to (5.1.3). Hence, from (5.1.1)
we deduce that

Iε(U) > 1
2

∫

Rn+1
+

ya|∇U−|2 dX > 0 = Iε(0).

This shows the desired result. �

5.2. Some preliminary lemmata towards the proof of
Theorem 1.2.4

In this section we show some preliminary lemmata, that we will use in
the sequel to prove that a Palais-Smale sequence is bounded.

We start with a basic inequality.
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Lemma 5.2.1. For every δ > 0 there exists Mδ > 0 such that the follow-
ing inequality holds true for every α, β > 0 and m > 0:
(5.2.1)
(α+β)m+1−αm+1− (m+ 1)αmβ−β

(
(α+β)m−αm

)
6 δβm+1 +Mδα

m+1.

Proof. First of all, we observe that the left hand side of (5.2.1) vanishes
when α = 0, therefore we can suppose that

(5.2.2) α 6= 0.

For any τ > 0, let

f(τ) := (1 + τ)m+1 − 1− (m+ 1)τ − τ
(
(1 + τ)m − 1

)
.

We observe that

lim
τ→+∞

f(τ)
τm+1

= 0

therefore there exists τδ > 0 such that f(τ)
τm+1 6 δ for any τ > τδ. Let also

Mδ := max
τ∈[0,τδ]

f(τ).

Then, by looking separately at the cases τ ∈ [0, τδ] and τ ∈ [τδ,+∞), we see
that

f(τ) 6 δτm+1 +Mδ.

As a consequence, recalling (5.2.2) and taking τ := β/α,

(α+ β)m+1 − αm+1 − (m+ 1)αmβ − β
(
(α+ β)m − αm

)

= αm+1
[
(1 + τ)m+1 − 1− (m+ 1)τ − τ

(
(1 + τ)m − 1

)]

= αm+1f(τ)

6 αm+1
(
δτm+1 +Mδ

)

= δβm+1 +Mδα
m+1. �

We recall (1.2.16) and (1.2.17), and we have the following estimates.

Corollary 5.2.2. For any U ∈ Hs
a(Rn+1

+ ) and any δ ∈ (0, 1), we have
that
(5.2.3)∫

Rn
G(x, U(x, 0))− 1

p+ 1
g(x, U(x, 0))U(x, 0) dx 6 C(ε+δ)‖U+(·, 0)‖2

∗
s

L2∗s (Rn)
+Cδ,ε,

for suitable C, Cδ,ε > 0. Moreover,

(5.2.4)
∫

Rn
g(x, U(x, 0))U(x, 0) dx >

‖U+(·, 0)‖2
∗
s

L2∗s (Rn)

8
− Cε,

for a suitable Cε > 0.
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Proof. By (1.2.16) and (1.2.17), we can write g = g1 + g2 and G =
G1 +G2, where

g1(x, t) := εh(x)
(
(Uε(x, 0) + t+)q − U qε (x, 0)

)
,

g2(x, t) := (Uε(x, 0) + t+)p − Upε (x, 0),

G1(x, t) :=
εh(x)
q + 1

(
(Uε(x, 0) + t+)q+1 − U q+1

ε (x, 0)
)
− εh(x)U qε (x, 0) t+

and G2(x, t) :=
1

p+ 1
(
(Uε(x, 0) + t+)p+1 − Up+1

ε (x, 0)
)
− Upε (x, 0) t+.

We observe that for any τ > 0,

(1 + τ)q − 1 = q

∫ τ

0
(1 + θ)q−1 dθ 6 q

∫ τ

0
θq−1 dθ = τ q

and (1 + τ)q+1 − 1 = (q + 1)
∫ τ

0
(1 + θ)q dθ 6 (q + 1)(1 + τ)qτ,

since q ∈ (0, 1). Therefore, taking τ := t+/Uε,

(Uε + t+)q − U qε = U qε
(
(1 + τ)q − 1

)
6 U qε τ q = tq+

and

(Uε + t+)q+1 − U q+1
ε = U q+1

ε

(
(1 + τ)q+1 − 1

)

6 (q + 1)U q+1
ε (1 + τ)qτ = (q + 1)(Uε + t+)qt+.

As a consequence,

|g1| 6 ε|h|tq+
and |G1| 6 ε|h|(Uε + t+)qt+ + ε|h|U qε t+ 6 2ε|h|(Uε + t+)qt+.

Thus we obtain

|G1(x, t)|+ |g1(x, t)t| 6 2ε|h|(Uε + t+)qt+ + ε|h|tq+1
+ 6 3ε|h|(Uε + t+)qt+.

Since Uε is bounded (recall Corollary 4.1.2), we obtain that

(5.2.5) |G1(x, t)|+ |g1(x, t)t| 6 Cε|h| (1 + tq+1
+ ),

for some C > 0. By considering the cases t+ ∈ [0, 1] and t+ ∈ [1,+∞), we
see that

tq+1
+ 6 tp+1

+ + 1,

since q < p. This and (5.2.5) give that

(5.2.6) |G1(x, t)|+ |g1(x, t)t| 6 Cε|h| (1 + tp+1
+ ),
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up to changing the constants. Now we fix δ ∈ (0, 1). Using (5.2.1) with α :=
Uε, β := t+ and m := p, we have that

G2(x, t)− 1
p+ 1

g2(x, t)t

=
1

p+ 1
(
(Uε + t+)p+1 − Up+1

ε

)
− Upε t+ − (Uε + t+)p + Upε

=
1

p+ 1
(
(α+ β)m+1 − αm+1 − (m+ 1)αmβ − β

(
(α+ β)m − αm

))

6 1
p+ 1

(
δβm+1 +Mδα

m+1
)

6 δ tp+1
+ +MδU

p+1
ε .

This, together with (5.2.6), implies that

G(x, t)− 1
p+ 1

g(x, t)t

= G1(x, t)− 1
p+ 1

g1(x, t)t+G2(x, t)− 1
p+ 1

g2(x, t)t

6 Cε|h| (1 + tp+1
+ ) + δ tp+1

+ +MδU
p+1
ε

6 C(ε+ δ)tp+1
+ + C|h|+MδU

p+1
ε .

As a consequence, and recalling that p+ 1 = 2∗s, we obtain∫

Rn
G(x, U(x, 0))− 1

p+ 1
g(x, U(x, 0))U(x, 0) dx 6 C(ε+δ)‖U+(·, 0)‖2

∗
s

L2∗s (Rn)
+Cδ,ε

for some C, Cδ,ε > 0. This proves (5.2.3) and we now focus on the proof
of (5.2.4). To this goal, for any τ > 0, we set `(τ) := τp

2 − (1 + τ)p + 1. We
observe that `(0) = 0 and

lim
τ→+∞

`(τ) = −∞,

therefore
L := sup

τ>0
`(τ) ∈ [0,+∞).

As a consequence,

(1 + τ)p − 1 =
τp

2
− `(τ) > τp

2
− L.

By taking τ := U+

Uε
, this implies that

g2(x, U) = (Uε + U+)p − Upε = Upε
(
(1 + τ)p − 1

)

> Upε
(
τp

2
− L

)
=
Up+
2
− LUpε .

Integrating this formula and using the Young inequality, we obtain

(5.2.7)
∫

Rn
g2(x, U(x, 0))U(x, 0) dx >

‖U+(·, 0)‖p+1
Lp+1(Rn)

4
− Cε,
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for some Cε > 0. On the other hand, by (5.2.6), we have that
∣∣∣∣
∫

Rn
g1(x, U(x, 0))U(x, 0) dx

∣∣∣∣ 6 Cε

∫

Rn
|h(x)| (1 + Up+1

+ (x, 0)) dx

6 C + Cε‖U+(·, 0)‖p+1
Lp+1(Rn)

.

By combining this and (5.2.7), we get
∫

Rn
g(x, U(x, 0))U(x, 0) dx

=
∫

Rn
g1(x, U(x, 0))U(x, 0) dx+

∫

Rn
g2(x, U(x, 0))U(x, 0) dx

>
‖U+(·, 0)‖p+1

Lp+1(Rn)

8
− Cε,

if ε is small enough, up to renaming constants. Recalling that p + 1 = 2∗s,
the formula above gives the proof of (5.2.4). �

Finally, we recall (1.2.15) and (1.2.18) and we show the following:

Corollary 5.2.3. Let ε, κ > 0. There exists M > 0, possibly depending
on κ, ε, n and s, such that the following statement holds true.

For any U ∈ Hs
a(Rn+1

+ ) such that

|Iε(U)|+ sup
V ∈Hsa(Rn+1

+ )

[V ]a=1

∣∣〈I′ε(U), V 〉
∣∣ 6 κ

one has that
[U ]a 6M.

Proof. If [U ]a = 0 we are done, so we suppose that [U ]a 6= 0 and we
obtain that ∣∣∣∣〈I′ε(U),

U

[U ]a
〉
∣∣∣∣ 6 κ.

This and (1.2.18) give that

(5.2.8)
∣∣∣∣[U ]2a −

∫

Rn
g(x, U(x, 0))U(x, 0) dx

∣∣∣∣ 6 κ [U ]a.

Therefore

κ+
κ [U ]a

2
> Iε(U)− 1

2

(
[U ]2a −

∫

Rn
g(x, U(x, 0))U(x, 0) dx

)

= −
∫

Rn
G(x, U(x, 0)) dx+

1
2

∫

Rn
g(x, U(x, 0))U(x, 0) dx

=
1

p+ 1

∫

Rn
g(x, U(x, 0))U(x, 0) dx−

∫

Rn
G(x, U(x, 0)) dx

+
(

1
2
− 1
p+ 1

)∫

Rn
g(x, U(x, 0))U(x, 0) dx.
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Consequently, by fixing δ ∈ (0, 1), to be taken conveniently small in the
sequel, and using (5.2.3) and (5.2.4),

κ+
κ [U ]a

2
> −C(ε+ δ)‖U+(·, 0)‖2

∗
s

L2∗s (Rn)
− Cδ,ε

+
(

1
2
− 1
p+ 1

)

‖U+(·, 0)‖2

∗
s

L2∗s (Rn)

8
− Cε


 ,

for suitable C, Cδ,ε and Cε > 0. By taking δ and ε appropriately small, we
thus obtain that

κ+
κ [U ]a

2
>
(

1
2
− 1
p+ 1

) ‖U+(·, 0)‖2
∗
s

L2∗s (Rn)

16
− Cε,

up to renaming the latter constant (this fixes δ once and for all). That is

(5.2.9) ‖U+(·, 0)‖2
∗
s

L2∗s (Rn)
6M1([U ]a + 1),

for a suitable M1, possibly depending on κ, ε, n and s.
Now we recall (5.2.8) and (5.2.3) (used here with δ := 1), and we see

that

κ+
κ [U ]a
p+ 1

> Iε(U)− 1
p+ 1

(
[U ]2a −

∫

Rn
g(x, U(x, 0))U(x, 0) dx

)

=
(

1
2
− 1
p+ 1

)
[U ]2a +

1
p+ 1

∫

Rn
g(x, U(x, 0))U(x, 0) dx

−
∫

Rn
G(x, U(x, 0)) dx

>
(

1
2
− 1
p+ 1

)
[U ]2a − C‖U+(·, 0)‖2

∗
s

L2∗s (Rn)
− Cε,

for suitable C, Cε > 0. As a consequence,

[U ]2a 6M2

(
[U ]a + ‖U+(·, 0)‖2

∗
s

L2∗s (Rn)
+ 1
)
,

for a suitable M2, possibly depending on κ, ε, n and s. Hence, from (5.2.9),

[U ]2a 6M3

(
[U ]a + +1

)
,

for some M3, possibly depending on κ, ε, n and s. This implies the desired
result. �

5.3. Some convergence results in view of Theorem 1.2.4

In this section we collect two convergence results that we will need in
the sequel.

The first one shows that weak convergence to 0 in Ḣs
a(Rn+1

+ ) implies a
suitable integral convergence.
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Lemma 5.3.1. Let α, β > 0 with α + β 6 2∗s. Let Vk ∈ Ḣs
a(Rn+1

+ )
be a sequence such that Vk converges to 0 weakly in Ḣs

a(Rn+1
+ ). Let Uo ∈

Ḣs
a(Rn+1

+ ), with Uo(·, 0) ∈ L∞(Rn), and ψ ∈ La(Rn) ∩ Lb(Rn), where

a :=

{
2∗s

2∗s−α−β if α+ β < 2∗s,

+∞ if α+ β = 2∗s,

and

b :=

{
2∗s+α

2∗s−α−β if α+ β < 2∗s,

+∞ if α+ β = 2∗s,

Then, up to a subsequence,

lim
k→+∞

∫

Rn

∣∣ψ(x)
∣∣ ∣∣(Vk)+(x, 0)

∣∣α ∣∣Uo(x, 0)
∣∣β dx = 0.

Proof. Since weakly convergent sequences are bounded, we have that [Vk]a 6
Co, for every k ∈ N and a suitable Co > 0. Accordingly, by (1.2.6), we ob-
tain that [vk]Ḣs(Rn) 6 Co, where vk(x) := Vk(x, 0). As a consequence, by
Theorem 7.1 of [21], we know that, up to a subsequence, vk converges to
some v in Lγloc(R

n) for any γ ∈ [1, 2∗s), and a.e.: we claim that

(5.3.1) v = 0.

To prove this, let η ∈ C∞0 (Rn) and ψ be the solution of

(5.3.2) (−∆)sψ = η in Rn.

Also, let Ψ be the extension of ψ according to (1.2.3). In particular, div(ya∇Ψ) =
0 in Rn+1

+ , therefore
∫

Rn+1
+

div(yaVk∇Ψ) dX =
∫

Rn+1
+

ya〈∇Vk,∇Ψ〉 dX.

The latter term is infinitesimal as k → +∞, thanks to the weak convergence
of Vk in Ḣs

a(Rn+1
+ ). Thus, using the Divergence Theorem in the left hand

side of the identity above, we obtain

lim
k→+∞

∫

Rn
vk(x)∂yΦ(x) dx = 0.

That is, recalling (5.3.2) and the convergence of vk,∫

Rn
v(x)η(x) dx = lim

k→+∞

∫

Rn
vk(x)η(x) dx = 0.

Since η is arbitrary, we have established (5.3.1).
Now we set uo(x) := Uo(x, 0) and we observe that uo ∈ L2∗s (Rn), thanks

to Proposition 1.2.1. Therefore, we can fix ε > 0 and find Rε > 0 such that
∫

Rn\BRε
|uo(x)|2∗s dx 6 ε.
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In virtue of (1.2.7), ‖vk‖L2∗s(Rn) 6 S−1/2Co. Consequently, using the Hölder
inequality with exponents a, 2∗s/α and 2∗s/β, we deduce that

∫

Rn\BRε

∣∣ψ(x)
∣∣ ∣∣(Vk)+(x, 0)

∣∣α ∣∣Uo(x, 0)
∣∣β dx

6 ‖ψ‖La(Rn)

[∫

Rn\BRε

∣∣Vk(x, 0)
∣∣2∗s dx

] α
2∗s
[∫

Rn\BRε

∣∣Uo(x, 0)
∣∣2∗s dx

] β
2∗s

6 ‖ψ‖La(Rn)

(
S−1/2Co

) α
2∗s ε

β
2∗s .

(5.3.3)

Now we fix γ := α+2∗s
2 . Notice that γ ∈ (1, 2∗s), thus, using the convergence

of vk and (5.3.1), we see that

lim
k→+∞

‖vk‖Lγ(BRε ) = 0.

In addition,
∫

Rn
|uo(x)|2∗s+α dx 6 ‖uo‖αL∞(Rn)

∫

Rn
|uo(x)|2∗s dx 6 C∗,

for some C∗ > 0. Therefore we use the Hölder inequality with exponents b,
γ
α = α+2∗s

2α and 2∗s+α
β , and we obtain

lim
k→+∞

∫

BRε

∣∣ψ(x)
∣∣ ∣∣(Vk)+(x, 0)

∣∣α ∣∣Uo(x, 0)
∣∣β dx

6 ‖ψ‖Lb(Rn) lim
k→+∞

[∫

BRε

∣∣vk(x)
∣∣γ
]α
γ [∫

Rn

∣∣uo(x)
∣∣2∗s+α

dx

] β
2∗s+α

= 0.

From this and (5.3.3), we see that

lim
k→+∞

∫

Rn

∣∣ψ(x)
∣∣ ∣∣(Vk)+(x, 0)

∣∣α ∣∣Uo(x, 0)
∣∣β dx 6 ‖ψ‖La(Rn)

(
S−1/2Co

) α
2∗s ε

β
2∗s .

The desired result then follows by taking ε as small as we wish. �

As a corollary we have

Corollary 5.3.2. Let Vk, Uo and ψ as in Lemma 5.3.1. Then
(5.3.4)
‖(Uo + (Vk)+)(·, 0)‖p+1

Lp+1(Rn)
= ‖Uo‖p+1

Lp+1(Rn)
+ ‖(Vk)+(·, 0)‖p+1

Lp+1(Rn)
+ ok(1),

and

(5.3.5)
∣∣∣∣
∫

Rn
ψ(x)

(
(Uo + (Vk)+)q+1(x, 0)− U q+1

o (x, 0)
)
dx

∣∣∣∣ 6 C + ok(1),

for some C > 0.
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Proof. Formula 5.3.4 plainly follows from Lemma 5.3.1, by taking ψ :=
1 (notice that p+ 1 = 2∗s).

To prove (5.3.5), we use Lemma 5.3.1 to see that

∫

Rn
ψ(x)

(
(Uo + (Vk)+)q+1(x, 0)− U q+1

o (x, 0)
)
dx

=
∫

Rn
ψ(x)(Uo + (Vk)+)q+1(x, 0) dx−

∫

Rn
ψ(x)U q+1

o (x, 0) dx

=
∫

Rn
ψ(x)U q+1

o (x, 0) dx+
∫

Rn
ψ(x)(Vk)

q+1
+ (x, 0) dx+ ok(1)−

∫

Rn
ψ(x)U q+1

o (x, 0) dx

=
∫

Rn
ψ(x)(Vk)

q+1
+ (x, 0) dx+ ok(1).

(5.3.6)

By Hölder inequality with exponents 2∗s
2∗s−q−1 and 2∗s

q+1 and by Proposition
1.2.1 we have that∫

Rn
ψ(x)(Vk)

q+1
+ (x, 0) dx

6
(∫

Rn
|ψ(x)|

2∗s
2∗s−q−1 (x, 0) dx

) 2∗s−q−1

2∗s
(∫

Rn
(Vk)

2∗s
+ (x, 0) dx

) q+1
2∗s

6 ‖ψ‖
L

2∗s
2∗s−q−1 (Rn)

(∫

Rn
(Vk)

2∗s
+ (x, 0) dx

) q+1
2∗s

6 S−
q+1

2 ‖ψ‖
L

2∗s
2∗s−q−1 (Rn)

[Vk]a.

Now notice that in this case α + β = q + 1 < 2∗s, and so ψ ∈ La(Rn),
with a = 2∗s

2∗s−q−1 , by hypothesis. Moreover, since Vk is a weakly convergent

sequence in Ḣs
a(Rn+1

+ ), then Vk is uniformly bounded in Ḣs
a(Rn+1

+ ). Hence
∫

Rn
ψ(x)(Vk)

q+1
+ (x, 0) dx 6 C,

for a suitable C > 0. Plugging this information into (5.3.6), we obtain that
∣∣∣∣
∫

Rn
ψ(x)

(
(Uo + (Vk)+)q+1(x, 0)− U q+1

o (x, 0)
)
dx

∣∣∣∣ 6 C + ok(1),

as desired. �

Now we show that, under an assumption on the positivity of the limit
function, weak convergence in Ḣs

a(Rn+1) implies weak convergence of the
positive part.

Lemma 5.3.3. Assume that Wm is a sequence of functions in Ḣs
a(Rn+1

+ )
that converges weakly in Ḣs(Rn+1

+ ) to W ∈ Ḣs
a(Rn+1

+ ).
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Suppose also that for any bounded set K ⊂ Rn+1
+ , we have that

inf
K
W > 0.

Then, up to a subsequence, (Wm)+ ∈ Hs
a(Rn+1

+ ) and it also converges weakly
in Ḣs

a(Rn+1
+ ) to W .

Proof. Notice that |∇(Wm)+| = |∇Wm|χ{Wm>0} 6 |∇Wm| a.e., which
shows that (Wm)+ ∈ Hs

a(Rn+1
+ ).

We also recall that, since weakly convergent sequences are bounded,

(5.3.7) sup
m∈N

∫

Rn+1
+

ya|∇Wm|2 dX 6 Co,

for some Co > 0.
Now we claim that

for any Φ ∈ C∞0 (Rn+1
+ ),

lim
m→+∞

∫

Rn+1
+

ya〈∇(Wm)+,∇Φ〉 dX =
∫

Rn+1
+

ya〈∇W,∇Φ〉 dX.(5.3.8)

For this, we let K be the support of Φ. Up to a subsequence, we know
that Wm converges a.e. to W . Therefore, by Egorov Theorem, fixed ε >
0, there exists Kε ⊆ K such that Wm converges to W uniformly in Kε

and |K \Kε| 6 ε. Then, for any X ∈ Kε,

Wm(X) >W (X)−‖Wm−W‖L∞(Kε) > inf
K
W−‖Wm−W‖L∞(Kε) >

1
2

inf
K
W > 0,

as long as m is large enough, say m > m?(K, ε).
Accordingly, ∇(Wm)+ = ∇Wm a.e. in Kε if m > m?(K, ε) and therefore

(5.3.9) lim
m→+∞

∫

Kε

ya〈∇(Wm)+,∇Φ〉 dX =
∫

Kε

ya〈∇W,∇Φ〉 dX.

Moreover, for any η > 0, the absolute continuity of the integral gives that∫

K\Kε
ya|∇W |2 dX +

∫

K\Kε
ya|∇Φ|2 dX 6 η,

provided that ε is small enough, say ε ∈ (0, ε?(η)), for a suitable ε?(η). As
a consequence, recalling (5.3.7),

∣∣∣∣∣

∫

K\Kε
ya〈∇(Wm)+,∇Φ〉 dX

∣∣∣∣∣+

∣∣∣∣∣

∫

K\Kε
ya〈∇W,∇Φ〉 dX

∣∣∣∣∣

6
√∫

K\Kε
ya|∇(Wm)+|2 dX ·

√∫

K\Kε
ya|∇Φ|2 dX

+

√∫

K\Kε
ya|∇W |2 dX ·

√∫

K\Kε
ya|∇Φ|2 dX

6
√
Coη + η.
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Using this and (5.3.9), we obtain that
∣∣∣∣∣ lim
m→+∞

∫

Rn+1
+

ya〈∇(Wm)+,∇Φ〉 dX −
∫

Rn+1
+

ya〈∇W,∇Φ〉 dX
∣∣∣∣∣

=
∣∣∣∣ lim
m→+∞

∫

K
ya〈∇(Wm)+,∇Φ〉 dX −

∫

K
ya〈∇W,∇Φ〉 dX

∣∣∣∣

6
∣∣∣∣∣ lim
m→+∞

∫

K\Kε
ya〈∇(Wm)+,∇Φ〉 dX −

∫

K\Kε
ya〈∇W,∇Φ〉 dX

∣∣∣∣∣

6
√
Coη + η.

By taking η as small as we like, we complete the proof of (5.3.8).
Now we finish the proof of Lemma 5.3.3 by a density argument. Let Φ ∈

Ḣs
a(Rn+1

+ ) and ε > 0. We take Φε ∈ C∞0 (Rn+1
+ ) such that

∫

Rn+1
+

ya|∇(Φ− Φε)|2 dX 6 ε.

The existence of such Φε is guaranteed by (1.2.5). Then, recalling (5.3.7)
and (5.3.8) for the function Φε, we obtain that

∣∣∣∣∣ lim
m→+∞

∫

Rn+1
+

ya〈∇(Wm)+,∇Φ〉 dX −
∫

Rn+1
+

ya〈∇W,∇Φ〉 dX
∣∣∣∣∣

6
∣∣∣∣∣ lim
m→+∞

∫

Rn+1
+

ya〈∇(Wm)+,∇Φε〉 dX −
∫

Rn+1
+

ya〈∇W,∇Φε〉 dX
∣∣∣∣∣

+

(
√
Co +

√∫

Rn+1
+

ya|∇W |2 dX
) √∫

Rn+1
+

ya|∇(Φ− Φε)|2 dX

6 0 +

(
√
Co +

√∫

Rn+1
+

ya|∇W |2 dX
)
√
ε.

Accordingly, by taking ε as small as we please, we obtain that

lim
m→+∞

∫

Rn+1
+

ya〈∇(Wm)+,∇Φ〉 dX =
∫

Rn+1
+

ya〈∇W,∇Φ〉 dX,

for any Φ ∈ Ḣs
a(Rn+1

+ ), thus completing the proof of Lemma 5.3.3. �

5.4. Palais-Smale condition for Iε

Once we have found a minimum of Iε, we apply a contradiction procedure
to prove the existence of a second critical point.

Roughly speaking, the idea is the following: let us suppose that U = 0
is the only critical point; thus, we prove some compactness and geometric
properties of the functional (based on the fact that the critical point is
unique), and these facts allow us to apply the Mountain Pass Theorem, that
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provides a second critical point. Hence, we reach a contradiction, so U = 0
cannot be the only critical point of Iε.

As we did in Proposition 3.2.1 for the minimal solution, also to find the
second solution we need to prove that a Palais-Smale condition holds true
below a certain threshold, as stated in the following result:

Proposition 5.4.1. There exists C > 0, depending on h, q, n and s,
such that the following statement holds true. Let {Uk}k∈N ⊂ Ḣs

a(Rn+1
+ ) be a

sequence satisfying

(i) lim
k→+∞

Iε(Uk) = cε, with

(5.4.1) cε + Cε
1

2γ <
s

n
S
n
2s ,

where γ = 1 + 2
n−2s and S is the Sobolev constant appearing in

Proposition 1.2.1,
(ii) lim

k→+∞
I′ε(Uk) = 0.

Assume also that U = 0 is the only critical point of Iε.
Then {Uk}k∈N contains a subsequence strongly convergent in Ḣs

a(Rn+1
+ ).

Remark 5.4.2. The limit in (ii) is intended in the following way

lim
k→+∞

‖I′ε(Uk)‖L(Ḣs
a(Rn+1

+ ),Ḣs
a(Rn+1

+ ))

= lim
k→+∞

sup
V ∈Ḣs

a(Rn+1
+ ),[V ]a=1

∣∣〈I′ε(Uk), V 〉
∣∣ = 0,

where L(Ḣs
a(Rn+1

+ ), Ḣs
a(Rn+1

+ )) consists of all the linear functionals from
Ḣs
a(Rn+1

+ ) in Ḣs
a(Rn+1

+ ).

We observe that a sequence that satisfies the assumptions of Proposi-
tion 5.4.1 is weakly convergent. The precise statement goes as follows:

Lemma 5.4.3. Let {Uk}k∈N ⊂ Ḣs
a(Rn+1

+ ) be a sequence satisfying the
hypotheses of Proposition 5.4.1. Assume also that U = 0 is the only critical
point of Iε.

Then, up to a subsequence, Uk weakly converges to 0 in Ḣs
a(Rn+1

+ ) as k →
+∞.

Proof. Notice that assumptions (i) and (ii) imply that there exists κ >
0 such that

|Iε(Uk)|+ sup
V ∈Hsa(Rn+1

+ )

[V ]a=1

∣∣〈I′ε(Uk), V 〉
∣∣ 6 κ.

Hence, by Corollary 5.2.3 we have that there exists a positive constant M
(independent of k) such that

(5.4.2) [Uk]a 6M.
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Therefore, there exists a subsequence (that we still denote by Uk) converging
weakly to some function U∞ ∈ Ḣs

a(Rn+1
+ ), that is,

(5.4.3) Uk ⇀ U∞ in Ḣs
a(Rn+1

+ ),

as k → +∞. We now claim that

(5.4.4) U∞ = 0.

For this, we first observe that, thanks to (5.4.2) and Theorem 7.1 in [21],
we have that

(5.4.5) Uk(·, 0)→ U∞(·, 0) in Lαloc(Rn), 1 6 α < 2∗s,

and so

(5.4.6) Uk(·, 0)→ U∞(·, 0) a. e. Rn.

Let now Ψ ∈ C∞0 (Rn+1), ψ := Ψ(·, 0) and K := supp(ψ). According
to (1.2.18),

〈I′ε(Uk),Ψ〉 =
∫

Rn+1
+

ya〈∇Uk,∇Ψ〉 dX −
∫

Rn
g(x, Uk(x, 0))ψ(x) dx

=
∫

Rn+1
+

ya〈∇Uk,∇Ψ〉 dX −
∫

K
g(x, Uk(x, 0))ψ(x) dx.

(5.4.7)

Thanks to (5.4.3), we have that

(5.4.8)
∫

Rn+1
+

ya〈∇Uk,∇Ψ〉 dX →
∫

Rn+1
+

ya〈∇U∞,∇Ψ〉 dX

as k → +∞. Moreover, (5.4.6) implies that

g(x, Uk(·, 0))→ g(x, U∞(·, 0)) a. e. Rn,

as k → +∞. Also, notice that

(1 + r)p − 1 6 C(1 + rp),

for any r > 0 and for some positive constant C > 0. Hence, recalling
that Uε > 0, thanks to Proposition 1.2.3, we can use this with r := t/Uε
and we obtain that

(Uε + t)p − Upε = Upε

[(
1 +

t

Uε

)p
− 1
]
6 C Upε

(
1 +

tp

Upε

)
= C (Upε + tp) .

This, formulas (3.1.3) and (1.2.16) give that

(5.4.9) |g(x, t)| 6 C (Upε + tp) + ε|h|.
Hence, for any k ∈ N,

(5.4.10) |g(x, Uk(x, 0))| |ψ| 6 C|ψ|
(
Upε (x, 0) + Upk (x, 0)

)
+ ε|h||ψ|.

This means that the sequence g(·, Uk(·, 0)) is bounded by a sequence that is
strongly convergent in L1

loc(Rn). Moreover, by Theorem 4.9 in [10] we have
that there exists a function f ∈ L1

loc(Rn) such that, up to a subsequence,

(5.4.11) C|ψ|
(
Upε (·, 0) + Upk (·, 0)

)
+ ε|ψ||h| 6 |f |.
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Formulas (5.4.10) and (5.4.11) together with (5.4.6) imply that we can use
the Dominated Convergence Theorem (see e.g. Theorem 4.2 in [10]) and we
obtain that

∫

K
g(x, Uk(x, 0))ψ(x) dx→

∫

K
g(x, U∞(x, 0))ψ(x) dx,

as k → +∞. Using this and (5.4.8) into (5.4.7) we have

〈I′ε(Uk),Ψ〉 →
∫

Rn+1
+

ya〈∇U∞,∇Ψ〉 dX−
∫

Rn
g(x, U∞(x, 0))ψ(x) dx = 〈I′ε(U∞),Ψ〉,

as k → +∞. On the other hand, assumption (ii) implies that

〈I′ε(Uk),Ψ〉 → 0

as k → +∞. The last two formulas imply that

(5.4.12) 〈I′ε(U∞),Ψ〉 = 0, for any Ψ ∈ C∞0 (Rn+1
+ ).

Let now Ψ ∈ Ḣs
a(Rn+1), with ψ := Ψ(·, 0). Then by (1.2.5) there exists a

sequence of functions Ψm ∈ C∞0 (Rn+1
+ ), with ψm := Ψm(·, 0), such that

(5.4.13) Ψm → Ψ in Ḣs
a(Rn+1

+ ) as m→ +∞.

By Proposition 1.2.1 this implies also that

(5.4.14) ψm → ψ in L2∗s (Rn) as m→ +∞.

Therefore, from (5.4.12) we deduce that for any m ∈ N
(5.4.15)

0 = 〈I′ε(U∞),Ψm〉 =
∫

Rn+1
+

ya〈∇U∞,∇Ψm〉 dX−
∫

Rn
g(x, U∞(x, 0))ψm(x) dx.

Now, (5.4.13) implies that

∣∣∣∣∣

∫

Rn+1
+

ya〈∇U∞,∇Ψm〉 dX −
∫

Rn+1
+

ya〈∇U∞,∇Ψ〉 dX
∣∣∣∣∣

6
∫

Rn+1
+

ya|∇U∞| |∇(Ψm −Ψ)| dX

6
√∫

Rn+1
+

ya|∇U∞|2 dX ·
√∫

Rn+1
+

ya|∇(Ψm −Ψ)|2 dX → 0,
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as m → +∞. Moreover, by Hölder inequality with exponents 2∗s and 2∗s
2∗s−1

we get ∣∣∣∣
∫

Rn
g(x, U∞(x, 0))ψm(x) dx−

∫

Rn
g(x, U∞(x, 0))ψ(x) dx

∣∣∣∣

6
∫

Rn
|g(x, U∞(x, 0))| |ψm(x)− ψ(x)| dx

6C
∫

Rn
(Upε + Up∞) |ψm(x)− ψ(x)| dx+ ε

∫

Rn
|h| |ψm(x)− ψ(x)| dx

6C
(∫

Rn
(Upε + Up∞)

2∗s
2∗s−1 dx

) 2∗s−1

2∗s
(∫

Rn
|ψm(x)− ψ(x)|2∗s dx

) 1
2∗s

+ ε

(∫

Rn
|h|

2∗s
2∗s−1 dx

) 2∗s−1

2∗s
(∫

Rn
|ψm(x)− ψ(x)|2∗s dx

) 1
2∗s
,

where we have used (5.4.9). Furthermore, noticing that 2∗sp
2∗s−1 = 2∗s, we have

that

(Upε + Up∞)
2∗s

2∗s−1 6 (Uε + U∞)
2∗sp

2∗s−1 6 (Uε + U∞)2∗s ,

up to renaming constants. Thus, since Uε, U∞ ∈ Ḣs
a(Rn+1

+ ), and h ∈ Lr(Rn)
for every 1 6 r 6 +∞, by Proposition 1.2.1 we deduce that∣∣∣∣

∫

Rn
g(x, U∞(x, 0))ψm(x) dx−

∫

Rn
g(x, U∞(x, 0))ψ(x) dx

∣∣∣∣

6C
(∫

Rn
|ψm(x)− ψ(x)|2∗s dx

) 1
2∗s → 0

as m → +∞, thanks to (5.4.14). All in all and going back to (5.4.15) we
obtain that

0 = lim
m→+∞

〈I′ε(U∞),Ψm〉 = 〈I′ε(U∞),Ψ〉,

and this shows that (5.4.12) holds true for any Ψ ∈ Ḣs
a(Rn+1). Namely, U∞

is a critical point for Iε. Since U = 0 is the only critical point of Iε, we
obtain the claim in (5.4.4). This concludes the proof of Lemma 5.4.3. �

As we did in the first part to obtain the existence of the minimum, (see
in particular Lemma 3.2.5), to prove Proposition 5.4.1 we first need to show
that the sequence is tight, according to Definition 2.2.1. Then we can prove
the following:

Lemma 5.4.4. Let {Uk}k∈N ⊂ Ḣs
a(Rn+1

+ ) be a sequence satisfying the
hypotheses of Proposition 5.4.1. Assume also that U = 0 is the only critical
point of Iε.

Then, for all η > 0 there exists ρ > 0 such that for every k ∈ N there
holds ∫

Rn+1
+ \B+

ρ

ya|∇Uk|2 dX +
∫

Rn\{Bρ∩{y=0}}
|Uk(x, 0)|2∗s dx < η.
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In particular, the sequence {Uk}k∈N is tight.

Proof. From Lemma 5.4.3 we have that

Uk ⇀ 0 in Ḣs
a(Rn+1

+ ) as k → +∞
and Uk(·, 0)→ 0 a.e. in Rn as k → +∞.

(5.4.16)

Now we proceed by contradiction. That is, we suppose that there exists η0 >
0 such that for every ρ > 0 there exists k ∈ N such that

(5.4.17)
∫

Rn+1
+ \B+

ρ

ya|∇Uk|2 dX +
∫

Rn\(Bρ∩{y=0})
(Uk)

2∗s
+ (x, 0) dx > η0.

Proceeding as in (3.2.7), one can prove that actually k → +∞ as ρ→ +∞.
Let Uε be the local minimum of the functional Fε found in Theorem 1.2.2.

Since Uε ∈ Ḣs
a(Rn+1

+ ), from Propositions 2.1.1 and 1.2.1 we have that for
any ε > 0 there exists r := rε > 0 such that

∫

Rn+1
+ \B+

r

ya|∇Uε|2 dX +
∫

Rn+1
+ \B+

r

ya|Uε|2γ dX

+
∫

Rn\(B+
r ∩{y=0})

|Uε(x, 0)|2∗s dx < ε,

(5.4.18)

where γ := 1 + 2
n−2s . Moreover, by (5.4.2) and again by Propositions 2.1.1

and 1.2.1 we deduce that∫

Rn+1
+

ya|∇Uk|2 dX +
∫

Rn+1
+

ya|Uk|2γ dX +
∫

Rn
|Uk(x, 0)|2∗s dx

+
∫

Rn+1
+

ya|∇(Uk + Uε)|2 dX +
∫

Rn+1
+

ya(|Uk|+ Uε)2γ dX

+
∫

Rn
(|Uk(x, 0)|+ Uε(x, 0))2∗s dx 6 M̃,

(5.4.19)

for some M̃ > 0.
Now let jε ∈ N be integer part of M̃

ε , and set, for any l ∈ {0, 1, . . . , jε}
Il := {(x, y) ∈ Rn+1

+ : r + l 6 |(x, y)| 6 r + l + 1}.
Notice that jε → +∞ as ε→ 0. Therefore, by (5.4.19) we have that

(jε + 1)ε > M̃

ε
ε

>
jε∑

l=0

(∫

Il

ya|∇Uk|2 dX +
∫

Il

ya|Uk|2γ dX +
∫

Il∩{y=0}
|Uk(x, 0)|2∗s dx

+
∫

Il

ya|∇(Uk + Uε)|2 dX +
∫

Il

ya(|Uk|+ Uε)2γ dX

+
∫

Il∩{y=0}
(|Uk(x, 0)|+ Uε(x, 0))2∗s dx

)
.
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This implies that there exists l̄ ∈ {0, 1, . . . , jε} such that, up to a subse-
quence,

∫

Il̄

ya|∇Uk|2 dX +
∫

Il̄

ya|Uk|2γ dX +
∫

Il̄∩{y=0}
|Uk(x, 0)|2∗s dx

+
∫

Il̄

ya|∇(Uk + Uε)|2 dX +
∫

Il̄

ya(|Uk|+ Uε)2γ dX

+
∫

Il̄∩{y=0}
(|Uk(x, 0)|+ Uε(x, 0))2∗s dx 6 ε.

(5.4.20)

Let now χ ∈ C∞0 (Rn+1
+ , [0, 1]) be a cut-off function such that

(5.4.21) χ(x, y) =

{
1, |(x, y)| 6 r + l̄,

0, |(x, y)| > r + l̄ + 1,
and |∇χ| 6 2.

Define, for any k ∈ N,

(5.4.22) W1,k := χUk and W2,k := (1− χ)Uk.

Hence W1,k +W2,k = Uk for any k ∈ N. Moreover,

(5.4.23) W1,k, W2,k ⇀ 0 in Ḣs
a(Rn+1

+ ),

as k → +∞. Indeed, for any Ψ ∈ Ḣs
a(Rn+1

+ ) with [Ψ]a = 1 and δ > 0, we
have that

∣∣∣∣∣

∫

Rn+1
+

ya〈∇Uk,∇Ψ〉 dX
∣∣∣∣∣ 6

δ

2
,

for any k sufficiently large, say k > k̄(δ), thanks to (5.4.16). Moreover, the
compactness result in Lemma 2.1.2 implies that

∫

Il̄

ya|Uk|2 dX 6
δ2

16
,
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for k large enough (say k > k̄(δ), up to renaming k̄(δ)). Therefore, recall-
ing (5.4.22) and (5.4.21) and using Hölder inequality, we obtain that

∣∣∣∣∣

∫

Rn+1
+

ya〈∇W1,k,∇Ψ〉 dX
∣∣∣∣∣

=

∣∣∣∣∣

∫

Rn+1
+

ya〈∇(χUk),∇Ψ〉 dX
∣∣∣∣∣

6
∣∣∣∣∣

∫

Rn+1
+

yaχ〈∇Uk,∇Ψ〉 dX
∣∣∣∣∣+

∣∣∣∣∣

∫

Rn+1
+

yaUk〈∇χ,∇Ψ〉 dX
∣∣∣∣∣

6
∣∣∣∣∣

∫

Rn+1
+

ya〈∇Uk,∇Ψ〉 dX
∣∣∣∣∣+
∫

Rn+1
+

ya|Uk| |∇χ| |∇Ψ| dX

6 δ

2
+ 2

√∫

Rn+1
+

ya|Uk|2 dX ·
√∫

Rn+1
+

ya|∇Ψ|2 dX

6 δ

2
+ 2

δ

4
= δ,

which proves (5.4.23) for W1,k. The proof for W2,k is similar, and so we omit
it.

Furthermore, from (5.4.23) and Theorem 7.1 in [21] we have that

Wi,k(·, 0)→ 0 a.e. Rn,

and (Uε +Wi,k)(·, 0)→ Uε(·, 0) in Lαloc(Rn), ∀ 1 6 α < 2∗s, i = 1, 2,

(5.4.24)

as k → +∞. Notice also that there exists a positive constant C (independent
of k) such that

(5.4.25) [Uε +Wi,k]a 6 C,

for i ∈ {1, 2}. Let us show (5.4.25) only for W1,k, being the proof for W2,k

similar. From (5.4.22) we obtain that

[Wi,k]2a =
∫

Rn+1
+

ya|∇W1,k|2 dX =
∫

Rn+1
+

ya|∇(χUk)|2 dX

6 2
∫

Rn+1
+

yaχ2|∇Uk|2 dX + 2
∫

Rn+1
+

ya|Uk|2|∇χ|2 dX

6 2M + 8
∫

Il̄

ya|Uk|2 dX 6 2M + 8C,

for some C > 0 independent of k, thanks to (5.4.2), (5.4.21) and Lemma 2.1.2.
This, together with the fact that Uε ∈ Ḣs

a(Rn+1
+ ), gives (5.4.25).
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Therefore, using hypothesis (ii),

(5.4.26) lim
k→+∞

〈I′ε(Uk), Uε +Wi,k〉 = 0, i = 1, 2.

On the other hand, by (1.2.18),

∣∣〈I′ε(Uk)− I′ε(W1,k), Uε +W1,k〉
∣∣

6
∣∣∣∣∣

∫

Rn+1
+

ya〈∇(1− χ)Uk,∇(Uε +W1,k)〉 dX
∣∣∣∣∣

+
∣∣∣∣ε
∫

Rn
h(x) ((Uε + (W1,k)+)q − (Uε + (Uk)+)q) (x, 0)(Uε +W1,k)(x, 0) dx

∣∣∣∣

+
∣∣∣∣
∫

Rn
((Uε + (W1,k)+)p − (Uε + (Uk)+)p) (x, 0)(Uε +W1,k)(x, 0) dx

∣∣∣∣
=: I1 + I2 + I3.

(5.4.27)

To estimate I1, notice that I1 6 I1,1 + I1,2, where

I1,1 :=

∣∣∣∣∣

∫

Rn+1
+

ya〈∇(1− χ)Uk,∇Uε〉 dX
∣∣∣∣∣

and I1,2 :=

∣∣∣∣∣

∫

Rn+1
+

ya〈∇(1− χ)Uk,∇(χUk)〉 dX
∣∣∣∣∣ .

We split further I1,1 as

I1,1 6
∣∣∣∣∣

∫

Rn+1
+ \B+

r+l̄

ya(1− χ)〈∇Uk,∇Uε〉 dX
∣∣∣∣∣+

∣∣∣∣∣

∫

Il̄

yaUk〈∇(1− χ),∇Uε〉 dX
∣∣∣∣∣

Since B+
r ⊂ B+

r+l̄
, by Hölder inequality, (5.4.18) and (5.4.2) we have that

∣∣∣∣∣

∫

Rn+1
+ \B+

r+l̄

ya(1− χ)〈∇Uk,∇Uε〉 dX
∣∣∣∣∣

6
√∫

Rn+1
+

ya|∇Uk|2 dX ·
√∫

Rn+1
+ \B+

r

ya|∇Uε|2 dX 6Mε1/2.



5.4. PALAIS-SMALE CONDITION FOR Iε 75

Moreover, by (5.4.21) and applying twice the Hölder inequality (first with
exponent 1/2 and then with exponents γ and γ

γ−1) we obtain that
∣∣∣∣∣

∫

Il̄

yaUk〈∇(1− χ),∇Uε〉 dX
∣∣∣∣∣

6 2

(∫

Il̄

ya|Uk|2 dX
)1/2(∫

Il̄

ya|∇Uε|2 dX
)1/2

6 2

(∫

Il̄

ya|Uk|2 dX
)1/2(∫

Rn+1
+

ya|∇Uε|2 dX
)1/2

6 C
(∫

Il̄

ya dX

) γ−1
2γ
(∫

Il̄

ya|Uk|2γ dX
) 1

2γ

6 Cε1/2γ ,

up to renaming constants, where (5.4.20) was used in the last line. Hence,

I1,1 6 Cε1/2γ ,

for a suitable constant C > 0. Let us estimate I1,2:

I1,2 6
∣∣∣∣∣

∫

Il̄

ya|Uk|2〈∇(1− χ),∇χ〉 dX
∣∣∣∣∣+

∣∣∣∣∣

∫

Il̄

yaUkχ〈∇(1− χ),∇Uk〉 dX
∣∣∣∣∣

+

∣∣∣∣∣

∫

Il̄

yaχ(1− χ)|∇Uk|2 dX
∣∣∣∣∣+

∣∣∣∣∣

∫

Il̄

ya(1− χ)Uk〈∇Uk,∇χ〉 dX
∣∣∣∣∣ .

Thus, in the same way as before, and using (5.4.20) once more, we obtain
that I1,2 6 Cε1/2γ for some C > 0. Therefore

(5.4.28) I1 6 Cε1/2γ ,

for some positive constant C.
We estimate now I2. For this, we first observe that formulas (3.1.3)

and (5.4.22) give that

|(Uε + (W1,k)+)q − (Uε + (Uk)+)q| 6 L|(W1,k)+− (Uk)+|q = L(Uk)
q
+|1−χ|q,

for a suitable constant L > 0. Consequently, applying Hölder inequality
with exponents 2∗s

2∗s−1−q , 2∗s
q and 2∗s we obtain that

I2 6 ε

∫

Rn
|h| |(Uε + (W1,k)+)q − (Uε + (Uk)+)q| |Uε +W1,k| dx

6 εL

∫

Rn
|h|(Uk)q+|Uε +W1,k| dx

6 εL‖h‖
L

2∗s
2∗s−1−q (Rn)

(∫

Rn
(Uk)

2∗s
+ dx

) q
2∗s
(∫

Rn
|Uε +W1,k|2

∗
s dx

) 1
2∗s

6 Cε,
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for some C > 0, thanks to (1.1.5), (5.4.2) and Proposition 1.2.1.
To estimate I3, let us define the auxiliary function

f(t) := (Uε + tχ(Uk)+ + (1− t)(Uk)+)p, t ∈ [0, 1].

Thus, recalling (5.4.22), we have that

|(Uε + (W1,k)+)p − (Uε + (Uk)+)p| = |(Uε + χ(Uk)+)p − (Uε + (Uk)+)p|

= |f(1)− f(0)| =
∣∣∣∣
∫ 1

0
f ′(t) dt

∣∣∣∣

6 p(1− χ)(Uk)+

∫ 1

0
|Uε + tχ(Uk)+ + (1− t)(Uk)+|p−1 dt

6 p(1− χ)(Uk)+(Uε + (Uk)+)p−1 6 C(1− χ)(Uk)+U
p−1
ε + C(1− χ)(Uk)

p
+,

for a suitable positive constant C. Therefore,

I3 6 C
(∫

Rn
(1− χ(x, 0))(Uk)+(x, 0)Upε (x, 0) dx

+
∫

Rn
(1− χ(x, 0))(Uk)

p
+(x, 0)Uε(x, 0) dx

+
∫

Il̄

χ(x, 0)(1− χ(x, 0))Up−1
ε (x, 0)(Uk)2

+(x, 0) dx

+
∫

Il̄

χ(x, 0)(1− χ(x, 0))(Uk)
p+1
+ (x, 0) dx

)

=: I3,1 + I3,2 + I3,3 + I3,4.

Concerning I3,1 and I3,2 we are in the position to apply Lemma 5.3.1 with
Vk := Uk, Uo := Uε and ψ := 1− χ(·, 0) (notice that α := 1 and β := p and
α := p and β := 1, respectively). So we obtain that both I3,1 = ok(1) and
I3,2 = ok(1).

Moreover, using Hölder inequality with exponent p+1
p−1 and p+1

2 , Propo-
sition 1.2.1 and (5.4.20), we have

I3,3 6
(∫

Il̄

Up+1
ε (x, 0) dx

) p−1
p+1
(∫

Il̄

(Uk)
p+1
+ (x, 0) dx

) 2
p+1

6 Cε
2
p+1 ,

for a suitable C > 0. Finally, making use of (5.4.20) once again we obtain
that I3,4 6 Cε, for some C > 0. Consequently, putting all these informations
together we get

I3 6 Cε
2
p+1 + ok(1).

All in all, from (5.4.27) we obtain that

(5.4.29) |〈I′ε(Uk)− I′ε(W1,k), Uε +W1,k〉| 6 Cε
1

2γ + ok(1).

Likewise, it can be checked that

(5.4.30) |〈I′ε(Uk)− I′ε(W2,k), Uε +W2,k〉| 6 Cε
1

2γ + ok(1).
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Therefore, using this and (5.4.26),

(5.4.31) |〈I′ε(Wi,k), Uε +Wi,k〉| 6 Cε
1

2γ + ok(1), i = 1, 2.

From now on we organize the proof in three steps as follows: in the
forthcoming Step 1 and 2 we show lower bounds for Iε(W1,k) and Iε(W2,k),
respectively. Then, in Step 3 we use these estimates to obtain a lower bound
for Iε(Uk) that will give a contradiction with the assumptions on Iε, and so
the desired claim in Lemma 5.4.4 follows.

Step 1: Lower bound for Iε(W1,k). From (1.2.15) and (1.2.18) we have

Iε(W1,k)−
1
2
〈I′ε(W1,k), Uε +W1,k〉

= − 1
2

∫

Rn+1
+

ya〈∇Uε,∇W1,k〉 dX

− ε

q + 1

∫

Rn
h(x)

(
(Uε + (W1,k)+)q+1(x, 0)− U q+1

ε (x, 0)
)
dx

+ ε

∫

Rn
h(x)U qε (x, 0)(W1,k)+(x, 0) dx

− 1
p+ 1

∫

Rn

(
(Uε + (W1,k)+)p+1(x, 0)− Up+1

ε (x, 0)
)
dx

+
∫

Rn
Upε (x, 0)(W1,k)+(x, 0) dx

+
ε

2

∫

Rn
h(x) ((Uε + (W1,k)+)q(x, 0)− U qε (x, 0)) (Uε +W1,k) (x, 0) dx

+
1
2

∫

Rn
((Uε + (W1,k)+)p(x, 0)− Uε(x, 0)) (Uε +W1,k) (x, 0) dx.

(5.4.32)

Thanks to (5.4.23), we have that

lim
k→+∞

∫

Rn+1
+

ya〈∇Uε,∇W1,k〉 dX = 0.

Moreover, from Lemma 5.3.1 applied here with Vk := W1,k, Uo := Uε, ψ := h,
α := 1 and β := q we have that

(5.4.33) lim
k→+∞

∫

Rn
h(x)U qε (x, 0)(W1,k)+(x, 0) dx = 0.

Analogously, by taking Vk := W1,k, Uo := Uε, ψ := 1, α := 1 and β := p in
Lemma 5.3.1 (notice that in this case α+ β = p+ 1 = 2∗s and ψ ∈ L∞(Rn))
we obtain that

(5.4.34) lim
k→+∞

∫

Rn
Upε (x, 0)(W1,k)+(x, 0) dx = 0.
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Taking the limit as k → +∞ in (5.4.32) and using the last three formulas,
we obtain that

lim
k→+∞

Iε(W1,k)−
1
2
〈I′ε(W1,k), Uε +W1,k〉

= lim
k→+∞

(
− ε

q + 1

∫

Rn
h(x)

(
(Uε + (W1,k)+)q+1(x, 0)− U q+1

ε (x, 0)
)
dx

− 1
p+ 1

∫

Rn

(
(Uε + (W1,k)+)p+1(x, 0)− Up+1

ε (x, 0)
)
dx

+
ε

2

∫

Rn
h(x) ((Uε + (W1,k)+)q(x, 0)− U qε (x, 0)) (Uε +W1,k) (x, 0) dx

+
1
2

∫

Rn
((Uε + (W1,k)+)p(x, 0)− Upε (x, 0)) (Uε +W1,k) (x, 0) dx

)
.

(5.4.35)

Now we observe that if x ∈ Rn is such that W1,k(x, 0) 6 0, then

(Uε + (W1,k)+)q(x, 0)− U qε (x, 0) = U qε (x, 0)− U qε (x, 0) = 0,

and so

∫

Rn
h(x) ((Uε + (W1,k)+)q(x, 0)− U qε (x, 0)) (Uε +W1,k) (x, 0) dx

=
∫

Rn
h(x) ((Uε + (W1,k)+)q(x, 0)− U qε (x, 0)) (Uε + (W1,k)+) (x, 0) dx

=
∫

Rn
h(x)(Uε + (W1,k)+)q+1(x, 0) dx−

∫

Rn
h(x)U q+1

ε (x, 0) dx

−
∫

Rn
h(x)U qε (x, 0)(W1,k)+(x, 0) dx

=
∫

Rn
h(x)

(
(Uε + (W1,k)+)q+1(x, 0)− U q+1

ε (x, 0)
)
dx

−
∫

Rn
h(x)U qε (x, 0)(W1,k)+(x, 0) dx.

Analogously

∫

Rn
((Uε + (W1,k)+)p(x, 0)− Upε (x, 0)) (Uε +W1,k) (x, 0) dx

=
∫

Rn

(
(Uε + (W1,k)+)p+1(x, 0)− Up+1

ε (x, 0)
)
dx−

∫

Rn
Upε (x, 0)(W1,k)+(x, 0) dx.
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Therefore, using once more (5.4.33) and (5.4.34), from (5.4.35) we obtain
that

lim
k→+∞

Iε(W1,k)−
1
2
〈I′ε(W1,k), Uε +W1,k〉

= lim
k→+∞

(
− ε

q + 1

∫

Rn
h(x)

(
(Uε + (W1,k)+)q+1(x, 0)− U q+1

ε (x, 0)
)
dx

− 1
p+ 1

∫

Rn

(
(Uε + (W1,k)+)p+1(x, 0)− Up+1

ε (x, 0)
)
dx

+
ε

2

∫

Rn
h(x)

(
(Uε + (W1,k)+)q+1(x, 0)− U q+1

ε (x, 0)
)
dx

− ε

2

∫

Rn
h(x)U qε (x, 0)(W1,k)+(x, 0) dx

+
1
2

∫

Rn

(
(Uε + (W1,k)+)p+1(x, 0)− Up+1

ε (x, 0)
)
dx

− 1
2

∫

Rn
Upε (x, 0)(W1,k)+(x, 0) dx

)

= lim
k→+∞

(
− ε

q + 1

∫

Rn
h(x)

(
(Uε + (W1,k)+)q+1(x, 0)− U q+1

ε (x, 0)
)
dx

− 1
p+ 1

∫

Rn

(
(Uε + (W1,k)+)p+1(x, 0)− Up+1

ε (x, 0)
)
dx

+
ε

2

∫

Rn
h(x)

(
(Uε + (W1,k)+)q+1(x, 0)− U q+1

ε (x, 0)
)
dx

+
1
2

∫

Rn

(
(Uε + (W1,k)+)p+1(x, 0)− Up+1

ε (x, 0)
)
dx

= lim
k→+∞

(
− ε

(
1

q + 1
− 1

2

)∫

Rn
h(x)

(
(Uε + (W1,k)+)q+1(x, 0)− U q+1

ε (x, 0)
)
dx

+
(

1
2
− 1
p+ 1

)∫

Rn

(
(Uε + (W1,k)+)p+1(x, 0)− Up+1

ε (x, 0)
)
dx
)
.

(5.4.36)

Now we claim that

(5.4.37) lim
k→+∞

∫

Rn
h(x)

(
(Uε + (W1,k)+)q+1(x, 0)− U q+1

ε (x, 0)
)
dx = 0.

For this, notice that if x ∈ Rn \ Br+l̄+1, then W1,k(x, 0) = 0, thanks to
(5.4.22) and (5.4.21). Therefore, for any x ∈ Rn \Br+l̄+1 we have that

(Uε + (W1,k)+)q+1(x, 0)− U q+1
ε (x, 0) = U q+1

ε (x, 0)− U q+1
ε (x, 0) = 0.

Thus ∫

Rn
h(x)

(
(Uε + (W1,k)+)q+1(x, 0)− U q+1

ε (x, 0)
)
dx

=
∫

Br+l̄+1

h(x)
(
(Uε + (W1,k)+)q+1(x, 0)− U q+1

ε (x, 0)
)
dX.

(5.4.38)
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Thanks to (5.4.24), we have that W1,k(·, 0) converges to zero a.e. in Rn, and
so (W1,k)+(·, 0) converges to zero a.e. in Rn, as k → +∞. Therefore

Uε + (W1,k)
q+1
+ (x, 0)→ U q+1

ε (x, 0) for a.e. x ∈ Rn,

as k → +∞. Moreover the strong convergence of W1,k(·, 0) in Lq+1
loc (Rn)

(due again to (5.4.24)) and Theorem 4.9 in [10] imply that there exists a
function F ∈ Lq+1

loc (Rn) such that |W1,k(x, 0)| 6 |F (x)| for a.e. x ∈ Rn. This
and the boundedness of Uε (see Corollary 4.1.2) give that

h(Uε+(W1,k)+)q+1 6 |h|(|Uε|+ |W1,k|)q+1 6 C|h|(1+ |F |q+1) ∈ L1(Br+l̄+1),

for a suitable C > 0. Thus, the Dominated Convergence Theorem applies,
and together with (5.4.38) give the convergence in (5.4.37).

Consequently, from (5.4.36) and (5.4.37) we obtain that

lim
k→∞

(
Iε(W1,k)−

1
2
〈I′ε(W1,k), Uε +W1,k〉

)

=
(

1
2
− 1
p+ 1

)
lim
k→∞

∫

Rn

(
(Uε + (W1,k)+)p+1(x, 0)− Up+1

ε (x, 0)
)
dx > 0

(5.4.39)

(recall that p + 1 = 2∗s > 2). In particular, by (5.4.31) and (5.4.39), there
holds

Iε(W1,k) = Iε(W1,k)−
1
2
〈I′ε(W1,k), Uε +W1,k〉+

1
2
〈I′ε(W1,k), Uε +W1,k〉

> Iε(W1,k)−
1
2
〈I′ε(W1,k), Uε +W1,k〉 − Cε

1
2γ + ok(1)

> −Cε
1

2γ + ok(1),

(5.4.40)

where C is a positive constant that may change from line to line.
Formula (5.4.40) provides the desired estimate from below for Iε(W1,k).

Next step is to obtain an estimate from below for Iε(W2,k) as well.
Step 2: Lower bound for Iε(W2,k). We first observe that formula (3.1.3)
implies that there exists a constant L > 0 such that

|(Uε + (W2,k)+)q(x, 0)− U qε (x, 0)| 6 L(W2,k)
q
+(x, 0).

Hence∣∣∣∣ε
∫

Rn
h(x) ((Uε + (W2,k)+)q(x, 0)− U qε (x, 0)) (Uε +W2,k)(x, 0) dx

∣∣∣∣

6 ε
∫

Rn
|h(x)| |(Uε + (W2,k)+)q(x, 0)− U qε (x, 0)| |(Uε +W2,k)(x, 0)| dx

6 εL
∫

Rn
|h(x)|(W2,k)

q
+(x, 0)|(Uε +W2,k)(x, 0)| dx

6 εL
(∫

Rn
|h(x)|(W2,k)

q
+(x, 0)Uε(x, 0) dx+

∫

Rn
|h(x)|(W2,k)

q+1
+ (x, 0) dx

)
.



5.4. PALAIS-SMALE CONDITION FOR Iε 81

Thanks to Lemma 5.3.1 (applied here with Vk := W2,k, Uo := Uε, ψ := h,
α := q and β := 1) we have that

lim
k→+∞

∫

Rn
|h(x)|(W2,k)

q
+(x, 0)Uε(x, 0) dx = 0.

Moreover, by Hölder inequality with exponents 2∗s
2∗s−1−q and 2∗s

q+1 we obtain
that ∫

Rn
|h(x)|(W2,k)

q+1
+ (x, 0) dx

6
(∫

Rn
|h(x)|

2∗s
2∗s−1−q dx

) 2∗s−1−q
2∗s

(∫

Rn
(W2,k)

2∗s
+ (x, 0) dx

) q+1
2∗s

6 C
(∫

Rn
(Uk)

2∗s
+ (x, 0) dx

) q+1
2∗s 6 C[Uk]q+1

a 6 C,

for some constant C > 0, where we have also used (1.1.5), Proposition 1.2.1
and Corollary 4.1.2. The last three formulas imply that∣∣∣∣ε
∫

Rn
h(x) ((Uε + (W2,k)+)q(x, 0)− U qε (x, 0)) (Uε +W2,k)(x, 0) dx

∣∣∣∣ 6 Cε+ok(1),

for a suitable C > 0. This, together with (1.2.18), (5.4.23) and (5.4.31)
(with i = 2) gives

∫

Rn+1
+

ya|∇W2,k|2 dX

= 〈I′ε(W2,k, Uε +W2,k〉 −
∫

Rn+1
+

ya〈∇W2,k,∇Uε〉, dX

+ ε

∫

Rn
h(x) ((Uε + (W2,k)+)q(x, 0)− U qε (x, 0)) (Uε +W2,k)(x, 0) dx

+
∫

Rn
((Uε + (W2,k)+)p(x, 0)− Upε (x, 0)) (Uε +W2,k)(x, 0) dx

6Cε
1

2γ + ok(1) +
∫

Rn
((Uε + (W2,k)+)p(x, 0)− Upε (x, 0)) (Uε +W2,k)(x, 0) dx.

(5.4.41)

Now notice that if x ∈ Rn is such that W2,k 6 0 then

(Uε + (W2,k)+)p(x, 0)− Upε (x, 0) = 0,

and so∫

Rn
((Uε + (W2,k)+)p(x, 0)− Upε (x, 0)) (Uε +W2,k)(x, 0) dx

=
∫

Rn
((Uε + (W2,k)+)p(x, 0)− Upε (x, 0)) (Uε + (W2,k)+)(x, 0) dx

=
∫

Rn

(
(Uε + (W2,k)+)p+1(x, 0)− Up+1

ε (x, 0)
)
dx−

∫

Rn
Upε (x, 0)(W2,k)+(x, 0) dx.
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According to Lemma 5.3.1 (applied here with Vk := W2,k, Uo := Uε, ψ := 1,
α := 1 and β := p) we have that

lim
k→+∞

∫

Rn
Upε (x, 0)(W2,k)+(x, 0) dx = 0.

Therefore, (5.4.41) becomes
∫

Rn+1
+

ya|∇W2,k|2 dX

6
∫

Rn

(
(Uε + (W2,k)+)p+1(x, 0)− Up+1

ε (x, 0)
)
dx+ Cε

1
2γ + ok(1).

(5.4.42)

Furthermore, it is not difficult to see that that there exist two constants
0 < c1 < c2 such that

c1 6
(1 + t)p+1 − 1− tp+1

tp + t
6 c2, t > 0

Thus, setting t := (W2,k)+

Uε
, one has

(Uε + (W2,k)+)p+1 − Up+1
ε = Up+1

ε

[(
1 +

(W2,k)+

Uε

)p+1

− 1

]

6 Up+1
ε

[
c2

(
(W2,k)

p
+

Upε
+

(W2,k)+

Uε

)
+

(W2,k)
p+1
+

Up+1
ε

]

= c2Uε(W2,k)
p
+ + c2U

p
ε (W2,k)+ + (W2,k)

p+1
+ .

Therefore
∫

Rn
((Uε + (W2,k)+)p+1(x, 0)− Up+1

ε (x, 0)) dx

6 c2

∫

Rn
Upε (x, 0)(W2,k)+(x, 0) dx+ c2

∫

Rn
(W2,k)

p
+(x, 0)Uε(x, 0) dx

+
∫

Rn
(W2,k)

p+1
+ (x, 0) dx.

Applying Lemma 5.3.1 once more, we obtain that

lim
k→+∞

∫

Rn
Upε (x, 0)(W2,k)+(x, 0) dx = 0

and lim
k→+∞

∫

Rn
(W2,k)

p
+(x, 0)Uε(x, 0) dx = 0.

Hence, going back to (5.4.42), we get

(5.4.43)
∫

Rn+1
+

ya|∇W2,k|2 dX 6
∫

Rn
(W2,k)

p+1
+ (x, 0) dx+ Cε

1
2γ + ok(1).
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Now we observe that, thanks to (5.4.22), W2,k = Uk outside Br+l̄+1. So,
using (5.4.17) with ρ := r + l̄ + 1, we have

∫

Rn+1
+ \B+

r+l̄+1

ya|∇W2,k|2 dX +
∫

Rn\(Br+l̄+1∩{y=0})
(W2,k)

2∗s
+ (x, 0) dx

=
∫

Rn+1
+ \B+

r+l̄+1

ya|∇Uk|2 dX +
∫

Rn\(Br+l̄+1∩{y=0})
(Uk)

2∗s
+ (x, 0) dx > η0,

for some k that depends on ρ. This implies that either

∫

Rn+1
+ \B+

r+l̄+1

ya|∇W2,k|2 dX >
η0

2

or

∫

Rn\{Br+l̄+1∩{y=0}}
(W2,k)

p+1
+ (x, 0) dx > η0

2
.

In the first case we have

∫

Rn+1
+

ya|∇W2,k|2 dX >
∫

Rn+1
+ \B+

r+l̄+1

ya|∇W2,k|2 dX >
η0

2
.

From this and (5.4.43) it follows

(5.4.44)
∫

Rn
(W2,k)

p+1
+ (x, 0) dx >

η0

4
.

In the second case, this inequality holds trivially.
Accordingly, we can define ψk := αkW2,k, where

(5.4.45) αp−1
k :=

[W2,k]2a
‖(W2,k)+(·, 0)‖p+1

Lp+1(Rn)

.

We claim that

(5.4.46) [W2,k]2a 6 ‖(W2,k)+(·, 0)‖p+1
Lp+1(Rn)

+ Cε
2
p+1 + ok(1),
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for a suitable positive constant C. For this, notice that (1.2.18), (5.4.23)
and (5.4.31) give

[W2,k]2a = 〈I′ε(W2,k), Uε +W2,k〉 −
∫

Rn+1
+

ya〈∇Uε,∇W2,k〉 dX

+ ε

∫

Rn
h(x) ((Uε + (W2,k)+)q(x, 0)− U qε (x, 0)) (Uε +W2,k)(x, 0) dx

+
∫

Rn
((Uε + (W2,k)+)p(x, 0)− Upε (x, 0)) (Uε +W2,k)(x, 0) dx

6Cε
1

2γ + ok(1)

+ ε

∫

Rn
h(x) ((Uε + (W2,k)+)q(x, 0)− U qε (x, 0)) (Uε +W2,k)(x, 0) dx

+
∫

Rn
((Uε + (W2,k)+)p(x, 0)− Upε (x, 0)) (Uε +W2,k)(x, 0) dx.

(5.4.47)

We can rewrite∫

Rn
h(x) ((Uε + (W2,k)+)q(x, 0)− U qε (x, 0)) (Uε +W2,k)(x, 0) dx

=
∫

Rn
h(x)

(
(Uε + (W2,k)+)q+1(x, 0)− U q+1

ε (x, 0)
)
dx

−
∫

Rn
h(x)U qε (x, 0)(W2,k)+(x, 0) dx

=
∫

Rn
h(x)

(
(Uε + (W2,k)+)q+1(x, 0)− U q+1

ε (x, 0)
)
dx+ ok(1),

where we have applied once again Lemma 5.3.1. Analogously,∫

Rn
((Uε + (W2,k)+)p(x, 0)− Upε (x, 0)) (Uε +W2,k)(x, 0) dx

=
∫

Rn

(
(Uε + (W2,k)+)p+1(x, 0)− Up+1

ε (x, 0)
)
dx+ ok(1).

Plugging these informations into (5.4.47), we obtain that

[W2,k]2a 6ε
∫

Rn
h(x)

(
(Uε + (W2,k)+)q+1(x, 0)− U q+1

ε (x, 0)
)
dx

+
∫

Rn

(
(Uε + (W2,k)+)p+1(x, 0)− Up+1

ε (x, 0)
)
dx

+ Cε
1

2γ + ok(1).

(5.4.48)

So using (5.3.5) into (5.4.48) we obtain

[W2,k]2a 6
∫

Rn

(
(Uε + (W2,k)+)p+1(x, 0)− Up+1

ε (x, 0)
)
dx

+ Cε
1

2γ + ok(1),
(5.4.49)
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up to renaming constants. Now we use (5.3.4) with Vk := W2,k and Uo := Uε
and we get

[W2,k]2a 6
∫

Rn
(Uε + (W2,k)+)p+1(x, 0) dx−

∫

Rn
Up+1
ε (x, 0) dx

+Cε
1

2γ + ok(1)

= ‖(Uε + (W2,k)+)(·, 0)‖p+1
Lp+1(Rn)

− ‖Uε‖p+1
Lp+1(Rn)

+ Cε
1

2γ + ok(1)

= ‖(W2,k)+(·, 0)‖p+1
Lp+1(Rn)

+ Cε
1

2γ + ok(1),

and this shows (5.4.46).
From (5.4.45), (5.4.46) and (5.4.44) we have that

(5.4.50) αp−1
k =

[W2,k]2a
‖(W2,k)+(·, 0)‖p+1

Lp+1(Rn)

6 1 + Cε
1

2γ + ok(1).

Notice also that, with the choice of αk in (5.4.45), it holds

[ψk]2a = α2
k[W2,k]2a = αp+1

k ‖(W2,k)+(·, 0)‖p+1
Lp+1(Rn)

= ‖(ψk)+(·, 0)‖p+1
Lp+1(Rn)

.

Hence, by (1.2.6) and Proposition 1.2.1, we have that

S 6
[ψk(·, 0)]2

Ḣs(Rn)

‖(ψk)+(·, 0)‖2
Lp+1(Rn)

=
[ψk]2a

‖(ψk)+(·, 0)‖2
Lp+1(Rn)

=
‖(ψk)+(·, 0)‖p+1

Lp+1(Rn)

‖(ψk)+(·, 0)‖2
Lp+1(Rn)

= ‖(ψk)+(·, 0)‖p−1
Lp+1(Rn)

.

Accordingly,

‖(W2,k)+(·, 0)‖p+1
Lp+1(Rn)

=
‖(ψk)+(·, 0)‖p+1

Lp+1(Rn)

αp+1
k

> Sn/2s 1

αp+1
k

,

where we have used the fact that p − 1 = 2∗s − 2 = 4s
n−2s . This, together

with (5.4.50), gives that

Sn/2s 6 (1 + Cε
2
p+1 + ok(1))

p+1
p−1 ‖(W2,k)+(·, 0)‖p+1

Lp+1(Rn)

6 ‖(W2,k)+(·, 0)‖p+1
Lp+1(Rn)

+ Cε
1

2γ + ok(1).
(5.4.51)
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Moreover, by (5.4.23) and Lemma 5.3.1 we have that

Iε(W2,k)−
1
2
〈I′ε(W2,k), Uε +W2,k〉

= −
∫

Rn+1
+

ya〈∇W2,k,∇Uε〉 dX

− ε

q + 1

∫

Rn
h(x)

(
(Uε + (W2,k)+)q+1(x, 0)− U q+1

ε (x, 0)
)
dx

+ε
∫

Rn
h(x)U qε (x, 0)(W2,k)+(x, 0) dx

− 1
p+ 1

∫

Rn

(
(Uε + (W2,k)+)p+1(x, 0)− Up+1

ε (x, 0)
)
dx

+
∫

Rn
Upε (x, 0)(W2,k)+(x, 0) dx

+
ε

2

∫

Rn
h(x) ((Uε + (W2,k)+)q(x, 0)− U qε (x, 0)) (Uε +W2,k)(x, 0)) dx

+
1
2

∫

Rn
((Uε + (W2,k)+)p(x, 0)− Upε (x, 0)) (Uε +W2,k)(x, 0)) dx

= −ε
(

1
q + 1

− 1
2

)∫

Rn
h(x)

(
(Uε + (W2,k)+)q+1(x, 0)− U q+1

ε (x, 0)
)
dx

+
(

1
2
− 1
p+ 1

)∫

Rn

(
(Uε + (W2,k)+)p+1(x, 0)− Up+1

ε (x, 0)
)
dx+ ok(1).

We observe that 1
2 − 1

p+1 = s
n . Thus, using (5.3.5) we have that

Iε(W2,k)−
1
2
〈I′ε(W2,k), Uε +W2,k〉

> s

n

∫

Rn

(
(Uε + (W2,k)+)p+1(x, 0)− Up+1

ε (x, 0)
)
dx− Cε+ ok(1),

for some C > 0. Therefore, using (5.3.4) with Vk := W2,k and Uo := Uε, we
have that

Iε(W2,k)−
1
2
〈I′ε(W2,k), Uε +W2,k〉 >

s

n
‖(W2,k)+‖p+1

Lp+1(Rn)
− Cε+ ok(1).

Furthermore, by (5.4.51),

Iε(W2,k)−
1
2
〈I′ε(W2,k), Uε +W2,k〉 >

s

n
Sn/2s − Cε

1
2γ + ok(1).

This and (5.4.31) give the desired estimate for Iε(W2,k), namely

(5.4.52) Iε(W2,k) >
s

n
Sn/2s − Cε

1
2γ + ok(1).

Step 3: Lower bound for Iε(Uk). Now, keeping in mind the estimates
obtained in (5.4.40) and (5.4.52) for Iε(W1,k) and Iε(W2,k) respectively,
we will produce an estimate for Iε(Uk). Indeed, notice first that Uk =
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χUk+(1−χ)Uk = W1,k+W2,k, thanks to (5.4.22). Hence, recalling (1.2.15),
we have

Iε(Uk)

= Iε(W1,k) + Iε(W2,k) +
∫

Rn+1
+

ya〈∇W1,k,∇W2,k〉 dX

− ε

q + 1

∫

Rn
h(x)

(
(Uε + (Uk)+)q+1(x, 0)− U q+1

ε (x, 0)
)
dx

+ε
∫

Rn
h(x)U qε (x, 0)(Uk)+(x, 0) dx

− 1
p+ 1

∫

Rn

(
(Uε + (Uk)+)p+1(x, 0)− Up+1

ε (x, 0)
)
dx

+
∫

Rn
Upε (x, 0)(Uk)+(x, 0) dx

+
ε

q + 1

∫

Rn
h(x)

(
(Uε + (W1,k)+)q+1(x, 0)− U q+1

ε (x, 0)
)
dx

−ε
∫

Rn
h(x)U qε (x, 0)(W1,k)+(x, 0) dx

+
1

p+ 1

∫

Rn

(
(Uε + (W1,k)+)p+1(x, 0)− Up+1

ε (x, 0)
)
dx

−
∫

Rn
Upε (x, 0)(W1,k)+(x, 0) dx

+
ε

q + 1

∫

Rn
h(x)

(
(Uε + (W2,k)+)q+1(x, 0)− U q+1

ε (x, 0)
)
dx

−ε
∫

Rn
h(x)U qε (x, 0)(W2,k)+(x, 0) dx

+
1

p+ 1

∫

Rn

(
(Uε + (W2,k)+)p+1(x, 0)− Up+1

ε (x, 0)
)
dx

−
∫

Rn
Upε (x, 0)(W2,k)+(x, 0) dx.
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Thanks to Lemma 5.3.1 we have that

lim
k→+∞

∫

Rn
h(x)U qε (x, 0)(Uk)+(x, 0) dx = 0,

lim
k→+∞

∫

Rn
Upε (x, 0)(Uk)+(x, 0) dx,

lim
k→+∞

∫

Rn
h(x)U qε (x, 0)(W1,k)+(x, 0) dx = 0,

lim
k→+∞

∫

Rn
Upε (x, 0)(W1,k)+(x, 0) dx = 0,

lim
k→+∞

∫

Rn
h(x)U qε (x, 0)(W2,k)+(x, 0) dx

and lim
k→+∞

∫

Rn
Upε (x, 0)(W2,k)+(x, 0) dx = 0.

Therefore,

Iε(Uk) = Iε(W1,k) + Iε(W2,k) +
∫

Rn+1
+

ya〈∇W1,k,∇W2,k〉 dX

− ε

q + 1

∫

Rn
h(x)

(
(Uε + (Uk)+)q+1(x, 0)− U q+1

ε (x, 0)
)
dx

− 1
p+ 1

∫

Rn

(
(Uε + (Uk)+)p+1(x, 0)− Up+1

ε (x, 0)
)
dx

+
ε

q + 1

∫

Rn
h(x)

(
(Uε + (W1,k)+)q+1(x, 0)− U q+1

ε (x, 0)
)
dx

+
1

p+ 1

∫

Rn

(
(Uε + (W1,k)+)p+1(x, 0)− Up+1

ε (x, 0)
)
dx

+
ε

q + 1

∫

Rn
h(x)

(
(Uε + (W2,k)+)q+1(x, 0)− U q+1

ε (x, 0)
)
dx

+
1

p+ 1

∫

Rn

(
(Uε + (W2,k)+)p+1(x, 0)− Up+1

ε (x, 0)
)
dx+ ok(1).
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Since the terms with ε in front are bounded (see (5.3.5) and notice that it
holds also for Uk and W1,k), we have that

Iε(Uk) > Iε(W1,k) + Iε(W2,k) +
∫

Rn+1
+

ya〈∇W1,k,∇W2,k〉 dX

− 1
p+ 1

∫

Rn

(
(Uε + (Uk)+)p+1(x, 0)− Up+1

ε (x, 0)
)
dx

+
1

p+ 1

∫

Rn

(
(Uε + (W1,k)+)p+1(x, 0)− Up+1

ε (x, 0)
)
dx

+
1

p+ 1

∫

Rn

(
(Uε + (W2,k)+)p+1(x, 0)− Up+1

ε (x, 0)
)
dx

− Cε+ ok(1).

(5.4.53)

Now notice that
∫

Rn+1
+

ya〈∇W1,k,∇W2,k〉 dX

=
1
2

∫

Rn+1
+

ya〈∇(Uk −W1,k),∇W1,k〉 dX

+
1
2

∫

Rn+1
+

ya〈∇(Uk −W2,k),∇W2,k〉 dX.

(5.4.54)

Moreover, from (1.2.18) we have that for any i ∈ {1, 2}

〈I′ε(Uk)− I′ε(Wi,k), Uε +Wi,k〉

=
∫

Rn+1
+

ya〈∇(Uk −Wi,k),∇(Wi,k + Uε)〉 dX

− ε
∫

Rn
h(x) ((Uε + (Uk)+)q − U qε ) (Uε +Wi,k) dx

−
∫

Rn
((Uε + (Uk)+)p − Upε ) (Uε +Wi,k) dx

+ ε

∫

Rn
h(x) ((Uε + (Wi,k)+)q − U qε ) (Uε +Wi,k) dx

+
∫

Rn
((Uε + (Wi,k)+)p − Upε ) (Uε +Wi,k) dx.

(5.4.55)

We claim that

∫

Rn
h(x) ((Uε + (Uk)+)q(x, 0)− U qε (x, 0)) (Uε +Wi,k)(x, 0) dx 6 C + ok(1)

and
∫

Rn
h(x) ((Uε + (Wi,k)+)q(x, 0)− U qε (x, 0)) (Uε +Wi,k)(x, 0) dx 6 C + ok(1),

(5.4.56)
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for some C > 0. Let us prove the first estimate in (5.4.56). For this, we
notice that if x ∈ Rn is such that Uk(x, 0) > 0 then also Wi,k(x, 0) > 0,
thanks to the definition of Wi,k given in (5.4.22). Hence

∫

Rn
h(x) ((Uε + (Uk)+)q(x, 0)− U qε (x, 0)) (Uε +Wi,k)(x, 0) dx

=
∫

Rn
h(x) ((Uε + (Uk)+)q(x, 0)− U qε (x, 0)) (Uε + (Wi,k)+)(x, 0) dx

6
∫

Rn
h(x) ((Uε + (Uk)+)q(x, 0)− U qε (x, 0)) (Uε + (Uk)+)(x, 0) dx

=
∫

Rn
h(x)

(
(Uε + (Uk)+)q+1(x, 0)− U q+1

ε (x, 0)
)
dx

−
∫

Rn
h(x)U qε (x, 0)(Uk)+)(x, 0) dx

6 C + ok(1),

for a suitable C > 0, thanks to (5.3.5) (that holds true also for Uk) and
Lemma 5.3.1. Analogously one can prove also the second estimate in (5.4.56),
and this finishes the proof of (5.4.56).

Hence, from (5.4.53), (5.4.54), (5.4.55) and (5.4.56) we get

Iε(Uk)

> Iε(W1,k) + Iε(W2,k) +
1
2
〈I′ε(Uk)− I′ε(W1,k), Uε +W1,k〉

+
1
2
〈I′ε(Uk)− I′ε(W2,k), Uε +W2,k〉

− 1
p+ 1

∫

Rn

(
(Uε + (Uk)+)p+1(x, 0)− Up+1

ε (x, 0)
)
dx

+
1

p+ 1

∫

Rn

(
(Uε + (W1,k)+)p+1(x, 0)− Up+1

ε (x, 0)
)
dx

+
1

p+ 1

∫

Rn

(
(Uε + (W2,k)+)p+1(x, 0)− Up+1

ε (x, 0)
)
dx

+
1
2

∫

Rn
((Uε + (Uk)+)p(x, 0)− Upε (x, 0)) (Uε +W1,k)(x, 0) dx

−1
2

∫

Rn
((Uε + (W1,k)+)p(x, 0)− Upε (x, 0)) (Uε +W1,k)(x, 0) dx

+
1
2

∫

Rn
((Uε + (Uk)+)p(x, 0)− Upε (x, 0)) (Uε +W2,k)(x, 0) dx

−1
2

∫

Rn
((Uε + (W2,k)+)p(x, 0)− Upε (x, 0)) (Uε +W1,k)(x, 0) dx

−Cε+ ok(1).
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Moreover, the estimates in (5.4.29) and (5.4.30) give

Iε(Uk) > Iε(W1,k) + Iε(W2,k)

− 1
p+ 1

∫

Rn

(
(Uε + (Uk)+)p+1(x, 0)− Up+1

ε (x, 0)
)
dx

+
1

p+ 1

∫

Rn

(
(Uε + (W1,k)+)p+1(x, 0)− Up+1

ε (x, 0)
)
dx

+
1

p+ 1

∫

Rn

(
(Uε + (W2,k)+)p+1(x, 0)− Up+1

ε (x, 0)
)
dx

+
1
2

∫

Rn
((Uε + (Uk)+)p(x, 0)− Upε (x, 0)) (Uε +W1,k)(x, 0) dx

−1
2

∫

Rn
((Uε + (W1,k)+)p(x, 0)− Upε (x, 0)) (Uε +W1,k)(x, 0) dx

+
1
2

∫

Rn
((Uε + (Uk)+)p(x, 0)− Upε (x, 0)) (Uε +W2,k)(x, 0) dx

−1
2

∫

Rn
((Uε + (W2,k)+)p(x, 0)− Upε (x, 0)) (Uε +W1,k)(x, 0) dx

−Cε
1

2γ + ok(1).

Now we use Lemma 5.3.1 once more to see that, for i ∈ {1, 2},
∫

Rn
((Uε + (Wi,k)+)p(x, 0)− Upε (x, 0)) (Uε +Wi,k)(x, 0) dx

=
∫

Rn
(Uε + (Wi,k)+)p+1(x, 0) dx−

∫

Rn
Up+1
ε (x, 0) dx+ ok(1).

Hence, using this and collecting some terms, we have

Iε(Uk)

> Iε(W1,k) + Iε(W2,k)

− 1
p+ 1

∫

Rn

(
(Uε + (Uk)+)p+1(x, 0)− Up+1

ε (x, 0)
)
dx

+
1
2

∫

Rn
((Uε + (Uk)+)p(x, 0)− Upε (x, 0)) (Uε +W1,k)(x, 0) dx

+
1
2

∫

Rn
((Uε + (Uk)+)p(x, 0)− Upε (x, 0)) (Uε +W2,k)(x, 0) dx

−
(

1
2
− 1
p+ 1

)∫

Rn

(
(Uε + (W1,k)+)p+1(x, 0)− Up+1

ε (x, 0)
)
dx

−
(

1
2
− 1
p+ 1

)∫

Rn

(
(Uε + (W2,k)+)p+1(x, 0)− Up+1

ε (x, 0)
)
dx

− Cε
1

2γ + ok(1).

(5.4.57)
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Now we claim that

(5.4.58) lim
k→+∞

∫

Rn
((Uε + (Uk)+)p(x, 0)− Upε (x, 0))Uε(x, 0) dx = 0.

Indeed, we first observe that for any a > b > 0

ap − bp = p

∫ a

b
tp−1 dt 6 pap−1(a− b).

Hence, taking a := Uε + (Uk)+ and b := Uε, we have that

|(Uε + (Uk)+)p − Upε | 6 p(Uε + (Uk)+)p−1(Uk)+.

Accordingly,
∫

Rn
((Uε + (Uk)+)p(x, 0)− Upε (x, 0))Uε(x, 0) dx

6 p
∫

Rn
(Uε + (Uk)+)p−1(x, 0)(Uk)+(x, 0)Uε(x, 0) dx.

We now use Hölder inequality with exponents 2∗s
p−1 = n

2s and n
n−2s and obtain

∫

Rn
((Uε + (Uk)+)p(x, 0)− Upε (x, 0))Uε(x, 0) dx

6 p
(∫

Rn
(Uε + (Uk)+)2∗s (x, 0) dx

) 2s
n
(∫

Rn
(Uk)

n
n−2s
+ (x, 0)U

n
n−2s
ε (x, 0) dx

)n−2s
n

6 C[Uε + (Uk)+]p−1
a

(∫

Rn
(Uk)

n
n−2s
+ (x, 0)U

n
n−2s
ε (x, 0) dx

)n−2s
n

6 C
(∫

Rn
(Uk)

n
n−2s
+ (x, 0)U

n
n−2s
ε (x, 0) dx

)n−2s
n

,

for some positive C that may change from line to line, thanks to Proposi-
tion 1.2.1 and (5.4.2). Now the desired claim in (5.4.58) simply follows by us-
ing Lemma 5.3.1 with Vk := Uk, Uo := Uε, ψ := 1, α := n

n−2s and β := n
n−2s

(notice that α+ β = 2∗s).
From (5.4.58) we deduce that
∫

Rn
((Uε + (Uk)+)p(x, 0)− Upε (x, 0)) (Uε +W1,k)(x, 0) dx

+
∫

Rn
((Uε + (Uk)+)p(x, 0)− Upε (x, 0)) (Uε +W2,k)(x, 0) dx

=
∫

Rn
((Uε + (Uk)+)p(x, 0)− Upε (x, 0)) (Uε +W1,k +W2,k)(x, 0) dx+ ok(1)

=
∫

Rn
((Uε + (Uk)+)p(x, 0)− Upε (x, 0)) (Uε + Uk)(x, 0) dx+ ok(1)

=
∫

Rn

(
(Uε + (Uk)+)p+1(x, 0)− Up+1

ε (x, 0)
)

(x, 0) dx+ ok(1),
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where Lemma 5.3.1 was used once again in the last line. Plugging this
information into (5.4.57) we obtain

Iε(Uk)
> Iε(W1,k) + Iε(W2,k)

+
(

1
2
− 1
p+ 1

)∫

Rn

(
(Uε + (Uk)+)p+1(x, 0)− Up+1

ε (x, 0)
)
dx

−
(

1
2
− 1
p+ 1

)∫

Rn

(
(Uε + (W1,k)+)p+1(x, 0)− Up+1

ε (x, 0)
)
dx

−
(

1
2
− 1
p+ 1

)∫

Rn

(
(Uε + (W2,k)+)p+1(x, 0)− Up+1

ε (x, 0)
)
dx− Cε

1
2γ + ok(1).

Now we use (5.3.4) with Uo := Uε and Vk := Uk, Vk := W1,k and Vk := W2,k

respectively, and so

Iε(Uk) > Iε(W1,k) + Iε(W2,k) +
(

1
2
− 1
p+ 1

)∫

Rn
(Uk)

p+1
+ (x, 0) dx

−
(

1
2
− 1
p+ 1

)∫

Rn
(W1,k)

p+1
+ (x, 0) dx

−
(

1
2
− 1
p+ 1

)∫

Rn
(W2,k)

p+1
+ (x, 0) dx− Cε

1
2γ + ok(1).

Notice now that for any x ∈ Rn

(Uk)
p+1
+ (x, 0)− (W1,k)

p+1
+ (x, 0)− (W2,k)

p+1
+ (x, 0)

= (Uk)
p+1
+ (x, 0)− χp+1(x, 0)(Uk)

p+1
+ (x, 0)− (1− χ(x, 0))p+1(Uk)

p+1
+ (x, 0)

= (Uk)
p+1
+ (x, 0)

(
1− χp+1(x, 0)− (1− χ)p+1(x, 0)

)
> 0.

This and the fact that p+ 1 > 2 give

Iε(Uk) > Iε(W1,k) + Iε(W2,k)− Cε
1

2γ + ok(1).

Finally, this, together with (5.4.40) and (5.4.52), implies that

Iε(Uk) >
s

n
Sn/2s − Cε

1
2γ + ok(1),

up to renaming constants. Therefore, taking the limit as k → +∞ we have

cε = lim
k→+∞

Iε(Uk) >
s

n
Sn/2s − Cε

1
2γ .

This gives a contradiction with (5.4.1) and finishes the proof of Lemma 5.4.4.
�

We are now in the position to show that the functional Iε introduced
in (1.2.15) satisfies a Palais-Smale condition.

Proof of Proposition 5.4.1. Thanks to Lemma 5.4.3 we know that
the sequence Uk weakly converges to 0 in Ḣs

a(Rn+1
+ ) as k → +∞.
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For any k ∈ N, we set Vk := Uε + Uk, where Uε is the local minimum
of Fε found Theorem 1.2.2. Since Uε is a critical point of Fε, from (1.2.11)
we deduce that∫

Rn+1
+

ya〈∇Uε,∇Uk〉 dX = ε

∫

Rn
h(x)U qε (x, 0)Uk(x, 0) dx+

∫

Rn
Upε (x, 0)Uk(x, 0) dx.

Therefore, recalling (1.2.10) and (1.2.15) we have

Fε(Vk) =
1
2

∫

Rn+1
+

ya|∇(Uε + Uk)|2 dX

− ε

q + 1

∫

Rn
h(x)(Uε + Uk)

q+1
+ (x, 0) dx− 1

p+ 1

∫

Rn
(Uε + Uk)

p+1
+ (x, 0) dx

= Iε(Uk) + Fε(Uε) +
∫

Rn+1
+

ya〈∇Uε,∇Uk〉 dX

+
ε

q + 1

∫

Rn
h(x)

(
(Uε + (Uk)+)q+1(x, 0)− (Uε + Uk)

q+1
+ (x, 0)

)
dx

+
1

p+ 1

∫

Rn

(
(Uε + (Uk)+)p+1(x, 0)− (Uε + Uk)

p+1
+ (x, 0)

)
dx

− ε
∫

Rn
h(x)U qε (x, 0)(Uk)+(x, 0) dx−

∫

Rn
Upε (x, 0)(Uk)+(x, 0)

= Iε(Uk) + Fε(Uε)

+
ε

q + 1

∫

Rn
h(x)

(
(Uε + (Uk)+)q+1(x, 0)− (Uε + Uk)

q+1
+ (x, 0)

+ (q + 1)U qε (x, 0)(Uk − (Uk)+)(x, 0)
)
dx

+
1

p+ 1

∫

Rn

(
(Uε + (Uk)+)p+1(x, 0)− (Uε + Uk)

p+1
+ (x, 0)

+ (p+ 1)Upε (x, 0)(Uk − (Uk)+)(x, 0)
)
dx.

(5.4.59)

We now claim that
(5.4.60)
(Uε+(Uk)+)r+1(x, 0)−(Uε+Uk)r+1

+ (x, 0)+(r+1)U rε (x, 0)(Uk−(Uk)+)(x, 0) 6 0,

for any x ∈ Rn and r ∈ {p, q}. Indeed, the claim is trivially true if Uk(x, 0) >
0. Hence we suppose that Uk(x, 0) < 0, and so (5.4.60) becomes
(5.4.61)
U r+1
ε (x, 0)− (Uε + Uk)r+1

+ (x, 0) + (r + 1)U rε (x, 0)(Uk − (Uk)+)(x, 0) 6 0.

Given a > 0, the function f(t) := (a + t)r+1
+ , for t ∈ R, is convex, and

therefore it satisfies for any b < 0

f(b) > f(0) + f ′(0)b,

that is
(a+ b)r+1

+ > ar+1 + (r + 1)arb.
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Thus, taking a := Uε(x, 0) and b := Uk(x, 0) we have

(Uε + Uk)r+1
+ (x, 0) > U r+1

ε (x, 0) + (r + 1)U rε (x, 0)Uk(x, 0),

which shows (5.4.61), and in turn (5.4.60).
Accordingly, using (5.4.60) into (5.4.59) we get

(5.4.62) Fε(Vk) 6 Iε(Uk) + Fε(Uε).

This and assumption (i) in Proposition 5.4.1 imply that

(5.4.63) |Fε(Vk)| 6 C,

for a suitable C > 0 independent of k.
Now we recall that Uε is a critical point of Fε. Hence, from (1.2.11) we

deduce that for any Ψ ∈ Ḣs
a(Rn+1

+ ) with ψ := Ψ(·, 0)
(5.4.64)∫

Rn+1
+

ya〈∇Uε,∇Ψ〉 dX = ε

∫

Rn
h(x)U qε (x, 0)ψ(x) dx+

∫

Rn
Upε (x, 0)ψ(x) dx.

Moreover, from (1.2.11) and (1.2.18) we have that

〈F′ε(Vk),Ψ〉

=
∫

Rn+1
+

ya〈∇Vk,∇Ψ〉 dX − ε
∫

Rn
h(x)(Vk)

q
+(x, 0)ψ(x) dx−

∫

Rn
(Vk)

p
+(x, 0)ψ(x) dx

= 〈I′ε(Uk),Ψ〉+
∫

Rn+1
+

ya〈∇Uε,∇Ψ〉 dX

+ε
∫

Rn
h(x) ((Uε + (Uk)+)q(x, 0)− U qε (x, 0))ψ(x) dx

+
∫

Rn
((Uε + (Uk)+)p(x, 0)− Upε (x, 0))ψ(x) dx

−ε
∫

Rn
h(x)(Vk)

q
+(x, 0)ψ(x) dx−

∫

Rn
(Vk)

p
+(x, 0)ψ(x) dx.

Using (5.4.64) in the formula above and recalling that Vk = Uε + Uk, we
obtain

〈F′ε(Vk),Ψ〉 = 〈I′ε(Uk),Ψ〉

+ ε

∫

Rn
h(x)

(
(Uε + (Uk)+)q(x, 0)− (Uε + Uk)

q
+(x, 0)

)
ψ(x) dx

+
∫

Rn

(
(Uε + (Uk)+)p(x, 0)− (Uε + Uk)

p
+(x, 0)

)
ψ(x) dx.

(5.4.65)
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We claim that

lim
k→+∞

∫

Rn
h(x)

(
(Uε + (Uk)+)q(x, 0)− (Uε + Uk)

q
+(x, 0)

)
ψ(x) dx = 0

and lim
k→+∞

∫

Rn

(
(Uε + (Uk)+)p(x, 0)− (Uε + Uk)

p
+(x, 0)

)
ψ(x) dx = 0.

(5.4.66)

Notice that if Uk(x, 0) > 0 then

(Uε + (Uk)+)q(x, 0)− (Uε + Uk)
q
+(x, 0)

= (Uε + Uk)q(x, 0)− (Uε + Uk)q(x, 0) = 0
and (Uε + (Uk)+)p(x, 0)− (Uε + Uk)

p
+(x, 0)

= (Uε + Uk)p(x, 0)− (Uε + Uk)p(x, 0) = 0.

Therefore the claim becomes

lim
k→+∞

∫

Rn∩{Uk(·,0)<0}
h(x)

(
U qε (x, 0)− (Uε + Uk)

q
+(x, 0)

)
ψ(x) dx = 0

and lim
k→+∞

∫

Rn∩{Uk(·,0)<0}

(
Upε (x, 0)− (Uε + Uk)

p
+(x, 0)

)
ψ(x) dx = 0.

(5.4.67)

Now, we recall that Lemma 5.4.3 here and the compact embedding in The-
orem 7.1 in [21] imply that Uk(·, 0)→ 0 a.e. in Rn as k → +∞. Moreover,
we notice that, by the Hölder inequality with exponents 2∗s

2∗s−1−q , 2∗s
q and 2∗s,

∣∣∣∣∣

∫

Rn∩{Uk(·,0)<0}
h(x)U qε (x, 0)ψ(x) dx

∣∣∣∣∣

6
(∫

Rn∩{Uk(·,0)<0}
|h(x)|

2∗s
2∗s−1−q dx

) 2∗s−1−q
2∗s

(∫

Rn∩{Uk(·,0)<0}
U2∗s
ε (x, 0) dx

) q
2∗s

·
(∫

Rn∩{Uk(·,0)<0}
|ψ(x)|2∗s dx

) 1
2∗s

6 ‖h‖
L

2∗s
2∗s−1−q (Rn)

S−q/2[Uε]qaS
−1/2[Ψ]a 6 C,

for some C > 0, thanks to (1.1.5) and Proposition 1.2.1. Consequently

h
(
U qε (·, 0)− (Uε + Uk)

q
+(·, 0)

)
ψ 6 |h|U qε (·, 0)|ψ| ∈ L1(Rn ∩ {Uk(·, 0) < 0}).

Hence, by the Dominated Convergence Theorem we get the first limit in
(5.4.67).
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To prove the second limit in (5.4.67), we use the Hölder inequality with
exponents 2∗s

p = 2n
n+2s and 2∗s = 2n

n−2s to see that
∣∣∣∣∣

∫

Rn∩{Uk(·,0)<0}
Upε (x, 0)ψ(x) dx

∣∣∣∣∣

6
(∫

Rn∩{Uk(·,0)<0}
U2∗s
ε (x, 0) dx

)n+2s
2n
(∫

Rn∩{Uk(·,0)<0}
|ψ(x)|2∗s dx

) 1
2∗s

6 S−p/2[Uε]paS
−1/2[Ψ]a 6 C,

for a suitable C > 0, where (1.2.7) was also used. Therefore,
(
Upε (·, 0)− (Uε + Uk)

p
+(·, 0)

)
ψ 6 Upε (·, 0)|ψ| ∈ L1(Rn ∩ {Uk(·, 0) < 0}).

So the second limit in (5.4.67) follows from the Dominated Convergence
Theorem. This shows (5.4.67) and so the proof of (5.4.66) is finished.

As a consequence of (5.4.65), (5.4.66) and assumption (ii) in Proposi-
tion 5.4.1 we have that

(5.4.68) F′ε(Vk)→ 0 as k → +∞
in the sense of Remark 5.4.2. This, together with (5.4.63) and Lemma 3.2.3,
implies that the sequence Vk is uniformly bounded in Ḣs

a(Rn+1
+ ), namely

there exists a constant M > 0 such that

(5.4.69) [Vk]a 6M for all k ∈ N.

Hence, Vk is weakly convergent in Ḣs
a(Rn+1

+ ) to some function V0. Since Vk =
Uε + Uk and Uk weakly converges to 0 in Ḣs

a(Rn+1
+ ) as k → +∞ (see

Lemma 5.4.3), it turns out that V0 = Uε. Also, we recall that Uε is posi-
tive, thanks to Proposition 1.2.3. Therefore, we are in the position to apply
Lemma 5.3.3 with Wm := Vk and W := Uε, and we obtain that

(5.4.70) (Vk)+ weakly converges to Uε in Ḣs
a(Rn+1

+ ) as k → +∞.

We also show that

(5.4.71) the sequence {Vk}k is tight, according to Definition 2.2.1.

For this, we fix η > 0. Thanks to Lemma 5.4.4, we have that there ex-
ists ρ1 > 0 such that

∫

Rn+1
+ \B+

ρ1

ya|∇Uk|2 dX <
η

4
,

for any k ∈ N. Moreover, since Uε ∈ Ḣs
a(Rn+1

+ ), there exists ρ2 > 0 such
that ∫

Rn+1
+ \B+

ρ2

ya|∇Uε|2 dX <
η

4
.
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We take ρ := max{ρ1, ρ2}, and so the two formulas above give that
∫

Rn+1
+ \B+

ρ

ya|∇Vk|2 dX

=
∫

Rn+1
+ \B+

ρ

ya|∇Uk|2 dX +
∫

Rn+1
+ \B+

ρ

ya|∇Uε|2 dX

+2
∫

Rn+1
+ \B+

ρ

ya〈∇Uk,∇Uε〉 dX

6
∫

Rn+1
+ \B+

ρ

ya|∇Uk|2 dX +
∫

Rn+1
+ \B+

ρ

ya|∇Uε|2 dX

+2

√∫

Rn+1
+ \B+

ρ

ya|∇Uk|2 dX ·
√∫

Rn+1
+ \B+

ρ

ya|∇Uε|2 dX

6 η

4
+
η

4
+ 2
√
η

2

√
η

2
= η.

This shows (5.4.71).
Also, Theorem 1.1.4 in [24] gives the existence of two measures on Rn

and Rn+1
+ , ν and µ respectively, such that (Vk)

2∗s
+ (·, 0) converges to ν and ya|∇(Vk)+|2

converges to µ as k → +∞, according to Definition 1.1.2 in [24] (see also
Definition 2.2.2). This, (5.4.70) and (5.4.71) imply that the hypotheses of
Proposition 2.2.3 are satisfied, and so there exist an at most countable set J
and three families {xj}j∈J ∈ Rn, {νj}j∈J and {µj}j∈J , with νj , µj > 0 such
that

(5.4.72) (Vk)
2∗s
+ converges to ν = U

2∗s
ε +

∑
j∈J νjδxj as k → +∞,

(5.4.73)
ya|∇(Vk)+|2 converges to µ > ya|∇Uε|2 +

∑
j∈J µjδ(xj ,0) as k → +∞

and

(5.4.74) µj > Sν2/2∗s
j for all j ∈ J.

We claim now that νj = µj = 0 for every j ∈ J . To prove this, we
argue by contradiction and we suppose that there exists j ∈ J such that
µj = 0. We denote Xj := (xj , 0), we fix δ > 0 and we take a cut-off function
φδ ∈ C∞(Rn+1

+ , [0, 1]) such that

φδ(X) =

{
1, if X ∈ B+

δ/2(Xj),

0, if X ∈ (B+
δ (Xj))c,

and |∇φδ| 6
C

δ
,

for some C > 0.
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Now, it is not difficult to show that the sequence φδ(Vk)+ is uniformly
bounded in Ḣs

a(Rn+1
+ ). Therefore, from (5.4.68) and (1.2.11) we have that

0 = lim
k→+∞

〈F′ε(Vk), φδ(Vk)+〉

= lim
k→+∞

(∫

Rn+1
+

ya〈∇Vk,∇(φδ(Vk)+)〉 dX

− ε
∫

Rn
h(x)(Vk)

q+1
+ (x, 0)φδ(x, 0) dx−

∫

Rn
(Vk)

p+1
+ (x, 0)φδ(x, 0) dx

)

= lim
k→+∞

(∫

Rn+1
+

ya|∇(Vk)+|2φδ dX +
∫

Rn+1
+

ya〈∇(Vk)+,∇φδ〉(Vk)+ dX

− ε
∫

Rn
h(x)(Vk)

q+1
+ (x, 0)φδ(x, 0) dx−

∫

Rn
(Vk)

p+1
+ (x, 0)φδ(x, 0) dx

)
.

(5.4.75)

We recall that p+ 1 = 2∗s and we use (5.4.72) and (5.4.73) to see that

lim
k→+∞

∫

Rn
(Vk)

p+1
+ (x, 0)φδ(x, 0) dx =

∫

Rn
φδ(x, 0) dν(5.4.76)

and lim
k→+∞

∫

Rn+1
+

ya|∇(Vk)+|2φδ dX =
∫

Rn+1
+

φδ dµ.(5.4.77)

Also, the weak convergence in (5.4.70), (1.2.6) and Theorem 7.1 in [21]
imply that (Vk)+(·, 0) strongly converges to Uε(·, 0) in Lrloc(Rn) as k → +∞,
for any r ∈ [1, 2∗s). Accordingly,

∣∣∣∣
∫

Rn
h(x)(Vk)

q+1
+ (x, 0)φδ(x, 0) dx−

∫

Rn
h(x)U q+1

ε (x, 0)φδ(x, 0) dx
∣∣∣∣

6 ‖h‖L∞(Rn)

∣∣∣∣∣

∫

B+
δ (Xj)∩{y=0}

(
(Vk)

q+1
+ (x, 0)− U q+1

ε (x, 0)
)
dx

∣∣∣∣∣→ 0,

as k → +∞, since 1 < q + 1 < 2∗s. This implies that

lim
k→+∞

∫

Rn
h(x)(Vk)

q+1
+ (x, 0)φδ(x, 0) dx =

∫

Rn
h(x)U q+1

ε (x, 0)φδ(x, 0) dx.

Taking the limit as δ → 0 we have

lim
δ→0

lim
k→+∞

∫

Rn
h(x)(Vk)

q+1
+ (x, 0)φδ(x, 0) dx

= lim
δ→0

∫

B+
δ (Xj)∩{y=0}

h(x)U q+1
ε (x, 0)φδ(x, 0) dx = 0.

(5.4.78)

Finally, we claim that

(5.4.79) lim
δ→0

lim
k→+∞

∫

Rn+1
+

ya〈∇(Vk)+,∇φδ〉(Vk)+ dX = 0.
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For this, we apply the Hölder inequality and we use (5.4.69) to obtain that

∣∣∣∣∣

∫

Rn+1
+

ya〈∇(Vk)+,∇φδ〉(Vk)+ dX

∣∣∣∣∣

=

∣∣∣∣∣

∫

B+
δ (Xj)

ya〈∇(Vk)+,∇φδ〉(Vk)+ dX

∣∣∣∣∣

6
(∫

B+
δ (Xj)

ya|∇(Vk)+|2 dX
)1/2(∫

B+
δ (Xj)

ya(Vk)2
+|∇φδ|2 dX

)1/2

6M
(∫

B+
δ (Xj)

ya(Vk)2
+|∇φδ|2 dX

)1/2

.

(5.4.80)

Again by (5.4.69) and Lemma 2.1.2, we deduce that
∣∣∣∣∣

∫

B+
δ (Xj)

ya(Vk)2
+|∇φδ|2 dX −

∫

B+
δ (Xj)

yaU2
ε |∇φδ|2 dX

∣∣∣∣∣

6 C2

δ2

∣∣∣∣∣

∫

B+
δ (Xj)

ya(Vk)2
+ dX −

∫

B+
δ (Xj)

yaU2
ε dX

∣∣∣∣∣→ 0,

as k → +∞. Hence

(5.4.81) lim
k→+∞

∫

B+
δ (Xj)

ya(Vk)2
+|∇φδ|2 dX =

∫

B+
δ (Xj)

yaU2
ε |∇φδ|2 dX.

Now by the Hölder inequality with exponents γ and γ
γ−1 we have that

∫

B+
δ (Xj)

yaU2
ε |∇φδ|2 dX

6
(∫

B+
δ (Xj)

yaU2γ
ε dX

) 1
γ
(∫

B+
δ (Xj)

ya|∇φδ|
2γ
γ−1 dX

) γ−1
γ

6 C2

δ2

(∫

B+
δ (Xj)

yaU2γ
ε dX

) 1
γ
(∫

B+
δ (Xj)

ya dX

) γ−1
γ

6 Cδ
(n+a+1)(γ−1)

γ
−2

(∫

B+
δ (Xj)

yaU2γ
ε dX

) 1
γ

,

up to renaming constants. Since (n+a+1)(γ−1)
γ − 2 = 0, this implies that

∫

B+
δ (Xj)

yaU2
ε |∇φδ|2 dX 6 C

(∫

B+
δ (Xj)

yaU2γ
ε dX

) 1
γ

,
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for a suitable positive constant C. Hence,

lim
δ→0

∫

B+
δ (Xj)

yaU2
ε |∇φδ|2 dX = 0.

This, together with (5.4.80) and (5.4.81), proves (5.4.79).
From (5.4.75), (5.4.76), (5.4.77), (5.4.78) and (5.4.79) we obtain that

0 = lim
δ→0

lim
k→+∞

〈F′ε(Vk), φδ(Vk)+〉

= lim
δ→0

(∫

Rn+1
+

φδ dµ−
∫

Rn
φδ(x, 0) dν

)
> µj − νj .

Therefore, this and (5.4.74) give that νj > µj > Sν
2/2∗s
j . Hence, either

νj = µj = 0 or ν1−2/2∗s
j > S. Since we are in the case µj 6= 0, the first

possibility cannot occur. As a consequence,

(5.4.82) νj > Sn/2s.
Now, taking the limit as k → +∞ in (5.4.62) and recalling assumption

(i) of Proposition 5.4.1, (5.4.68) and (5.4.69), we have that

cε + Fε(Uε)

> lim
k→+∞

(
Fε(Vk)−

1
2
〈F′ε(Vk), Vk〉

)

= lim
k→+∞

[(
1
2
− 1
p+ 1

)∫

Rn
(Vk)

p+1
+ (x, 0) dx− ε

(
1

q + 1
− 1

2

)∫

Rn
h(x)(Vk)

q+1
+ (x, 0) dx

]
.

(5.4.83)

We claim that

(5.4.84) lim
k→+∞

∫

Rn
(Vk)

p+1
+ (x, 0) dx > Sn/2s +

∫

Rn
Up+1
ε (x, 0) dx.

For this, we take a sequence {ϕm}m∈N ∈ C∞0 (Rn, [0, 1]) such that lim
m→+∞

ϕm(x) =

1 for any x ∈ Rn. By (5.4.72) we have that

lim
k→+∞

∫

Rn
(Vk)

p+1
+ (x, 0) dx > lim

k→+∞

∫

Rn
(Vk)

p+1
+ (x, 0)ϕm(x) dx =

∫

Rn
ϕm(x) dν.

Moreover, thanks to Fatou’s lemma and (5.4.82),

lim
m→+∞

∫

Rn
ϕm(x) dν >

∫

Rn
dµ > Sn/2s +

∫

Rn
Up+1
ε (x, 0) dx.

The last two formulas imply that

lim
k→+∞

∫

Rn
(Vk)

p+1
+ (x, 0) dx = lim

m→+∞
lim

k→+∞

∫

Rn
(Vk)

p+1
+ (x, 0) dx

> lim
m→+∞

∫

Rn
ϕm(x) dν > Sn/2s +

∫

Rn
Up+1
ε (x, 0) dx,
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which gives the desired result in (5.4.84). We now show that

(5.4.85) lim
k→+∞

∫

Rn
h(x)(Vk)

q+1
+ (x, 0) dx =

∫

Rn
h(x)U q+1

ε (x, 0) dx.

Indeed, thanks to (5.4.69) we know that [(Vk)+]a 6M . Therefore, Proposi-
tion 1.2.1 and Theorem 7.1 in [21] imply that

‖(Vk)+(·, 0)− Uε(·, 0)‖L2∗s (Rn) 6 2M

and (Vk)+(·, 0)→ Uε(·, 0) in Lq+1
loc (Rn) as k → +∞.

Thus, we fix R > 0 and we use (1.1.3), (1.1.5) and the Hölder inequality to
obtain that

∣∣∣∣
∫

Rn
h(x) ((Vk)+(x, 0)− Uε(x, 0))q+1 dx

∣∣∣∣

6
∫

BR

|h(x)| |(Vk)+(x, 0)− Uε(x, 0)|q+1 dx

+
∫

Rn\BR
|h(x)| |(Vk)+(x, 0)− Uε(x, 0)|q+1 dx

6 ‖h‖L∞(Rn)‖(Vk)+(·, 0)− Uε(·, 0)‖Lq+1(BR)

+‖h‖
L

2∗s
2∗s−q−1 (Rn\BR)

‖(Vk)+(·, 0)− Uε(·, 0)‖L2∗s (Rn)

6 C‖(Vk)+(·, 0)− Uε(·, 0)‖Lq+1(BR) dx+ (2M)q+1‖h‖
L

2∗s
2∗s−q−1 (Rn\BR)

.

Hence, letting first k → +∞ and then R→ +∞, we obtain (5.4.85).
Also, we observe that 1

2 − 1
p+1 = s

n . Using this and plugging (5.4.84)
and (5.4.85) into (5.4.83) we obtain that

cε + Fε(Uε)

> s

n
Sn/2s +

(
1
2
− 1
p+ 1

)∫

Rn
Up+1
ε (x, 0) dx

−ε
(

1
q + 1

− 1
2

)∫

Rn
h(x)U q+1

ε (x, 0) dx

=
s

n
Sn/2s + Fε(Uε).

Hence
cε >

s

n
Sn/2s,

and this is a contradiction with (5.4.1).
As a consequence, necessarily µj = νj = 0 for any j ∈ J . Hence, by

(5.4.72)

(5.4.86) lim
k→+∞

∫

Rn
(Vk)

2∗s
+ (x, 0)ϕ(x) dx =

∫

Rn
U2∗s
ε (x, 0)ϕ(x) dx,
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for any ϕ ∈ C0(Rn). Furthermore, by Lemma 5.4.4 and the fact that
Uε(·, 0) ∈ L2∗s (Rn) (thanks to Proposition 1.2.1), we have that for any η > 0
there exists ρ > 0 such that

∫

Rn\Bρ
(Vk)

2∗s
+ (x, 0) dx < η.

Thus we are in the position to apply Lemma 3.1.2 with vk := (Vk)+(·, 0)
and v := Uε(·, 0), and we obtain that (Vk)+(·, 0) → Uε(·, 0) in L2∗s (Rn) as
k → +∞. Then, by Lemma 3.1.1 (again applied with vk := (Vk)+(·, 0) and
v := Uε(·, 0)) we have that

lim
k→+∞

∫

Rn
|(Vk)q+(x, 0)− U qε (x, 0)|

2∗s
q dx = 0

and lim
k→+∞

∫

Rn
|(Vk)p+(x, 0)− Upε (x, 0)| 2n

n+2s dx = 0.

Therefore, we can fix δ ∈ (0, 1) (that we will take arbitrarily small in the
sequel), and say that

∫

Rn
|(Vk)q+(x, 0)− (Vm)q+(x, 0)|

2∗s
q dx

+
∫

Rn
|(Vk)p+(x, 0)− (Vm)p+(x, 0)| 2n

n+2s dx 6 δ
(5.4.87)

for k and m sufficiently large (say bigger that some k?(δ)).
We now take Ψ ∈ Ḣs

a(Rn+1
+ ) with ψ := Ψ(·, 0) and such that

(5.4.88) [Ψ]a = 1.

From (5.4.68) we have that, for large k (say k > k?(δ), up to renaming
k?(δ)), we deduce that ∣∣〈F′ε(Vk),Ψ〉

∣∣ 6 δ.
As a consequence of this and (1.2.11),

∣∣∣∣∣

∫

Rn+1
+

ya〈∇Vk,∇Ψ〉 dX

−ε
∫

Rn
h(x)(Vk)

q
+(x, 0)ψ(x) dx−

∫

Rn
(Vk)

p
+(x, 0)ψ(x) dx

∣∣∣∣ 6 δ.

In particular, for k,m > k?(δ),
∣∣∣
∫

Rn+1
+

ya〈∇(Vk − Vm),∇Ψ〉 dX

−ε
∫

Rn
h(x)

(
(Vk)

q
+(x, 0)− (Vm)q+(x, 0)

)
ψ(x) dx

−
∫

Rn

(
(Vk)

p
+(x, 0)− (Vm)p+(x, 0)

)
ψ(x) dx

∣∣∣ 6 2δ.
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Now we use the Hölder inequality with exponents 2n
n+2s−q(n−2s) , 2∗s

q = 2n
q(n−2s)

and 2∗s = 2n
n−2s , and with exponents 2∗s

p = 2n
n+2s and 2∗s, and we obtain that

∣∣∣∣∣

∫

Rn+1
+

ya〈∇(Vk − Vm),∇Ψ〉 dX
∣∣∣∣∣

6 ε

∣∣∣∣
∫

Rn
h(x)

(
(Vk)

q
+(x, 0)− (Vm)q+(x, 0)

)
ψ(x) dx

∣∣∣∣

+
∣∣∣∣
∫

Rn

(
(Vk)

p
+(x, 0)− (Vm)p+(x, 0)

)
ψ(x) dx

∣∣∣∣+ 2δ

6 ε

[∫

Rn
|h(x)|

2n
n+2s−q(n−2s) dx

]n+2s−q(n−2s)
2n

·
[∫

Rn

∣∣(Vk)q+(x, 0)− (Vm)q+(x, 0)
∣∣ 2∗s
q dx

] q(n−2s)
2n

[∫

Rn
|ψ(x)|2∗s dx

] 1
2∗s

+
[∫

Rn

∣∣(Vk)p+(x, 0)− (Vm)p+(x, 0)
∣∣ 2n
n+2s dx

]n+2s
2n
[∫

Rn
|ψ(x)|2∗s dx

] 1
2∗s

+ 2δ.

Hence, from (1.1.5) and (5.4.87) we have that
∣∣∣∣∣

∫

Rn+1
+

ya〈∇(Vk − Vm),∇Ψ〉 dX
∣∣∣∣∣ 6 Cδ

q(n−2s)
2n ‖ψ‖L2∗s (Rn)+Cδ

n+2s
2n ‖ψ‖L2∗s (Rn)+2δ,

for a suitable positive constant C. Now notice that (1.2.7) and (5.4.88)
imply that ‖ψ‖L2∗s (Rn) 6 S−1/2[Ψ]a = S−1/2, and so

(5.4.89)

∣∣∣∣∣

∫

Rn+1
+

ya〈∇(Vk − Vm),∇Ψ〉 dX
∣∣∣∣∣ 6 Cδ

a,

for some C, a > 0, as long as k,m > k?(δ). Also,

∇(Vk − Vm) = ∇Vk −∇Vm = ∇(Uk + Uε)−∇(Um + Uε) = ∇Uk −∇Um.

Hence, plugging this into (5.4.89), we have
∣∣∣∣∣

∫

Rn+1
+

ya〈∇(Uk − Um),∇Ψ〉 dX
∣∣∣∣∣ 6 Cδ

a.

Since this inequality is valid for any Ψ satisfying (5.4.88), we deduce that

[Uk − Um]a 6 Cδa,

namely Uk is a Cauchy sequence in Ḣs
a(Rn+1

+ ). Then, the desired result
plainly follows. �
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5.5. Bound on the minimax value

The goal of this section is to show that the minimax value (computed
along a suitable path) lies below the critical threshold given by Proposi-
tion 5.4.1. The chosen path will be a suitably cut-off rescaling of the frac-
tional Sobolev minimizers introduced in (1.1.6).

To start with, we set

(5.5.1) G̃(x, U) :=
∫ U

0
g̃(x, t) dt

and

g̃(x, t) :=

{
(Uε + t)q − U qε , if t > 0,
0 if t < 0.

We observe that

(5.5.2) G̃(x, 0) = 0.

Also, we see that g̃(x, t) > 0 for any t ∈ R, and so

(5.5.3) G̃(x, U) > 0 for any U > 0.

Moreover, recalling (1.1.4), we write the ball B in (1.1.4) as Bµ0(ξ) for
some ξ ∈ Rn and µ0 > 0. We fix a cut-off function φ̄ ∈ C∞0 (Bµ0(ξ), [0, 1])
with

(5.5.4) φ̄(x) = 1 for any x ∈ Bµ0/2(ξ).

The quantities ξ ∈ Rn and µ0 > 0, as well as the cut-off φ̄, are fixed from
now on. Also, if z is as in (1.1.6), given µ > 0, we let

(5.5.5) zµ,ξ(x) := µ−
n−2s

2 z

(
x− ξ
µ

)
.

Let also Z̄µ,ξ be the extension of φ̄zµ,ξ, according to (1.2.3).
From (1.1.6), we know that

(5.5.6) S =
[z]2

Ḣs(Rn)

‖z‖2
L2∗s (Rn)

and (−∆)sz = zp. Thus, by testing this equation against z itself, we obtain
that

[z]2
Ḣs(Rn)

= ‖z‖2
∗
s

L2∗s (Rn)
,

which, together with (5.5.6), gives that

‖z‖L2∗s (Rn) = S
n−2s

4s

and so
[z]2

Ḣs(Rn)
= S

n
2s .

Moreover, by scaling, we have that

(5.5.7) ‖zµ,ξ‖L2∗s (Rn) = ‖z‖L2∗s (Rn) = S
n−2s

4s
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and
[zµ,ξ]2Ḣs(Rn)

= [z]2
Ḣs(Rn)

= S
n
2s .

From the equivalence of norms in (1.2.6) and Proposition 21 in [36], we have
that

(5.5.8) [Z̄µ,ξ]2a = [φ̄zµ,ξ]2Ḣs(Rn)
6 S n

2s + Cµn−2s,

for some C > 0.
This setting is fixed from now on, together with the minimum uε(x) =

Uε(x, 0) given in Theorem 1.2.2. Now we show that the effect of the cut-
off on the Lebesgue norm of the rescaled Sobolev minimizers is negligible
when µ is small. The quantitative statement is the following:

Lemma 5.5.1. We have that∫

Rn
|φ̄2∗s − 1| z2∗s

µ,ξ dx 6 Cµ
n,

for some C > 0.

Proof. We observe that∫

Rn\Bµ0
2

(ξ)
z

2∗s
µ,ξ(x) dx = µ−n

∫

Rn\Bµ0
2

(ξ)
z2∗s

(
x− ξ
µ

)
dx

=
∫

Rn\Bµ0
2µ

z2∗s (y) dy 6 C
∫

Rn\Bµ0
2µ

|y|−2n dy 6 Cµn,

for some C > 0 (that may vary from line to line and may also depend on µ0).
As a consequence, recalling (5.5.4), we have that

∫

Rn
|φ̄2∗s − 1| z2∗s

µ,ξ dx =
∫

Rn\Bµ0
2

(ξ)
|φ̄2∗s − 1| z2∗s

µ,ξ dx 6 Cµ
n. �

The next result states that we can always “concentrate the mass near
the positivity set of h”, in order to detect a positive integral out of it.

Lemma 5.5.2. We have that

(5.5.9)
∫

Rn
h(x) G̃

(
x, tφ̄(x) zµ,ξ(x)

)
dx > 0,

for any µ > 0 and any t > 0.

Proof. We have that φ̄(x) = 0 if x ∈ Rn \Bµ0(ξ). Thus, using (5.5.2),
we have that

G̃
(
x, tφ̄(x) zµ,ξ(x)

)
= 0

for any x ∈ Rn \Bµ0(ξ). Therefore
∫

Rn
h(x) G̃

(
x, tφ̄(x) zµ,ξ(x)

)
dx =

∫

Bµ0 (ξ)
h(x) G̃

(
x, tφ̄(x) zµ,ξ(x)

)
dx.

Then, the desired result follows from (1.1.4) and (5.5.3). �
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Now we check that the geometry of the mountain pass is satisfied by the
functional Iε. Indeed, we first observe that Proposition 5.1.1 gives that 0
is a local minimum for the functional Iε. The next result shows that the
path induced by the function Z̄µ,ξ attains negative values, in a somehow
uniform way (the uniform estimates in µ in Lemma 5.5.3 will be needed
in the subsequent Corollary 5.5.8 and, from these facts, we will be able to
deduce the mountain pass geometry, check that the minimax values stays
below the critical threshold and complete the proof of Theorem 1.2.4 in the
forthcoming Section 5.6). To this goal, it is useful to introduce the auxiliary
functional

(5.5.10) I?ε(U) :=
1
2

∫

Rn+1
+

ya|∇U |2 dX −
∫

Rn
G?(x, U(x, 0)) dx,

where

G?(x, U) :=
∫ U

0
g?(x, t) dt

and

g?(x, t) :=

{
(Uε + t)p − Upε , if t > 0,
0 if t < 0.

By (1.2.15) and (5.5.1), we see that G = G? + εhG̃. Thus, as a consequence
of Lemma 5.5.2, we have that

(5.5.11) Iε(tZ̄µ,ξ) = I?ε(tZ̄µ,ξ)− ε
∫

Rn
h(x) G̃(x, tZ̄µ,ξ(x)) dx 6 I?ε(tZ̄µ,ξ).

Then we have:

Lemma 5.5.3. There exists µ1 ∈ (0, µ0) such that

lim
t→+∞

sup
µ∈(0,µ1)

I?ε(tZ̄µ,ξ) = −∞.

In particular, there exists T1 > 0 such that

(5.5.12) sup
µ∈(0,µ1)

I?ε(tZ̄µ,ξ) 6 0

for any t > T1.

Proof. We observe that, if U > 0,

(5.5.13) G?(x, U) =
∫ U

0
(Uε + t)p − Upε dt =

(Uε + U)p+1 − Up+1
ε

p+ 1
− Upε U.

Moreover,

Upε (x, 0) Z̄µ,ξ(x, 0) 6 up+1
ε (x) + zp+1

µ,ξ (x).
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Using this and (5.5.13), we obtain that

G?(x, tZ̄µ,ξ(x, 0))

=
1

p+ 1
(
(Uε(x, 0) + tZ̄µ,ξ(x, 0))p+1 − Up+1

ε (x, 0)
)
− tUpε (x, 0) Z̄µ,ξ(x, 0)

> 1
p+ 1

(
(tφ̄(x)zµ,ξ(x))p+1 − up+1

ε (x)
)
− tup+1

ε (x)− tzp+1
µ,ξ (x).

Thus, integrating over Rn and recalling (1.1.5), (5.5.7) and the fact that 2∗s =
p+ 1, we get ∫

Rn
G?(x, tZ̄µ,ξ) dx

> tp+1

p+ 1

∫

Rn
φ̄p+1(x)zp+1

µ,ξ (x) dx− C − Ct,
(5.5.14)

for some C > 0 (up to renaming constants).
Now we deduce from Lemma 5.5.1 that there exists µ1 ∈ (0, 1) such that

if µ ∈ (0, µ1) then ∫

Rn
φ̄p+1(x)zp+1

µ,ξ (x) dx > S
n
2s

2
.

Now, by inserting this into (5.5.14), we obtain that, if µ ∈ (0, µ1), then
∫

Rn
G?(x, tZ̄µ,ξ) dx >

S
n
2s tp+1

2(p+ 1)
− C − Ct.

This and (5.5.10) give that

I?ε(tZ̄µ,ξ) 6
t2[Z̄µ,ξ]2a

2
+ C(1 + t)− S

n
2s tp+1

2(p+ 1)
.

Hence, recalling (5.5.8),

I?ε(tZ̄µ,ξ) 6 C(1 + t+ t2)− S
n
2s tp+1

2(p+ 1)
,

up to renaming constants, for any µ ∈ (0, µ1). Since p + 1 > 2, the desired
claim easily follows. �

Now we introduce a series of purely elementary, but useful, estimates.

Lemma 5.5.4. For any a, b > 0 and any p > 1, we have that

(5.5.15) (a+ b)p > ap + bp.

Also, if a, b > 0, we have that

(5.5.16) (a+ b)p > ap + bp.

Proof. If either a = 0 or b = 0, then (5.5.15) is obvious. So we can
suppose that a 6= 0 and b 6= 0. We let f(b) := (a + b)p − ap − bp. Notice
that f ′(b) = p

(
(a+ b)p−1 − bp−1

)
> 0, since a > 0. Hence

(a+ b)p − ap − bp = f(b) > f(0) = 0,
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since b > 0, as desired. �

The result in Lemma 5.5.4 can be made more precise when p > 2, as
follows:

Lemma 5.5.5. Let p > 2. Then, there exists cp > 0 such that, for any a
and b > 0,

(a+ b)p > ap + bp + cp a
p−1b.

Proof. If a = 0, then we are done, so we suppose a 6= 0 and we
set to := b/a. For any t > 0, we let

f(t) :=
(1 + t)p − 1− tp

t
.

From (5.5.16) (used here with a := 1 and b := t), we know that f(t) > 0 for
any t > 0. Moreover

lim
t→0

f(t) = lim
t→0

1 + pt+ o(t)− 1− tp
t

= p,

hence f can be continuously extended over [0,+∞) by setting f(0) := p.
Furthermore,

lim
t→+∞

f(t) = lim
t→+∞

tp−1

((
1
t

+ 1
)p
− 1
tp
− 1
)

= lim
t→+∞

tp−1

(
1 +

p

t
+ o

(
1
t

)
− 1
tp
− 1
)

= lim
t→+∞

tp−2

(
p+

o
(

1
t

)
1
t

)
− 1
t

=
{

p if p = 2,
+∞ if p > 2.

In any case,
lim

t→+∞
f(t) > f(0) = p,

hence
cp := inf

[0,+∞)
f = min

[0,+∞)
f > 0.

As a consequence,

(a+ b)p − ap − bp − cp ap−1b

= ap
(
(1 + to)p − 1− tpo − cp to

)

= apto
(
f(to)− cp

)

> 0,

as desired. �

It is worth to stress that the result in Lemma 5.5.5 does not hold
when p ∈ (1, 2), differently than what is often stated in the literature: as a
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counterexample, one can take b = 1 and observe that

lim
a→0

(a+ b)p − ap − bp
ap−1b

= lim
a→0

(a+ 1)p − ap − 1
ap−1

= lim
a→0

1 + pa+ o(a)− ap − 1
ap−1

= lim
a→0

pa2−p + a1−po(a)− a = 0

when p ∈ (1, 2). In spite of this additional difficulty, when p ∈ (1, 2) one can
obtain a variant of Lemma 5.5.5 under an additional assumption on the size
of b. The precise statement goes as follows:

Lemma 5.5.6. Let p ∈ (1, 2) and κ > 0. Then, there exists cp,κ > 0 such
that, for any a > 0, b > 0, with b

a ∈ [0, κ], we have

(a+ b)p > ap + bp + cp,κ a
p−1b.

Proof. The proof is a variation of the one of Lemma 5.5.5. Full details
are provided for the facility of the reader. We set to := b

a ∈ [0, κ]. For
any t > 0, we let

f(t) :=
(1 + t)p − 1− tp

t
.

From (5.5.16) (used here with a := 1 and b := t), we know that f(t) > 0
for any t > 0. Moreover, f can be continuously extended over [0,+∞) by
setting f(0) := p. Therefore

cp,κ := min
[0,κ]

f > 0.

As a consequence,

(a+ b)p − ap − bp − cp,κ ap−1b

= ap
(
(1 + to)p − 1− tpo − cp,κ to

)

= apto
(
f(to)− cp,κ

)

> 0,

as desired. �
Now we consider the functional introduced in (5.5.10), deal with the

path induced by the function z in (1.1.6) (suitably scaled and cut-off) and
show that the associated mountain pass level for I?ε lies below the critical
threshold s

nS
n
2s (see Proposition 5.4.1). The precise result goes as follows:

Lemma 5.5.7. There exists µ? ∈ (0, µ0) such that if µ ∈ (0, µ?) then we
have

(5.5.17) sup
t>0

I?ε(tZ̄µ,ξ) <
s

n
S
n
2s .

Proof. We will take µ? 6 µ1, where µ1 > 0 was introduced in Lemma 5.5.3.
We also take T1 as in Lemma 5.5.3. Then, by (5.5.12),

(5.5.18) sup
t>T1

sup
µ∈(0,µ?)

I?ε(tZ̄µ,ξ) 6 sup
t>T1

sup
µ∈(0,µ1)

I?ε(tZ̄µ,ξ) 6 0 <
s

n
S
n
2s .
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Consequently, we have that the claim in (5.5.17) holds true if we prove that,
for any µ ∈ (0, µ?),

(5.5.19) sup
t∈[0,T1]

I?ε(tZ̄µ,ξ) <
s

n
S
n
2s .

To this goal, we set

(5.5.20) m :=
{

2 if n > 4s,
2∗s − 1 if n ∈ (2s, 4s],

and

(5.5.21) Ω :=
{
B2
√
µ(ξ) \B√µ(ξ) if n > 4s,

Rn if n ∈ (2s, 4s].

For further reference, we point out that, if n ∈ (2s, 4s], then m−2 = 6s−n
n−2s >

0, and so

(5.5.22) m− 2 > 0 for every n > 2s.

We claim that, for any t ∈ [0, T1], any µ ∈ (0, µ?) and any x ∈ Ω, we have
(5.5.23)

G?
(
x, tφ̄(x)zµ,ξ(x)

)
>
t2
∗
s φ̄2∗s (x) z2∗s

µ,ξ(x)

2∗s
+
c u

2∗s−m
ε (x) tmφ̄m(x) zmµ,ξ(x)

m
,

for some c > 0.
To prove it, we distinguish two cases, according to whether n > 4s or n ∈

(2s, 4s]. If n > 4s, we take a := uε(x) and b > 0, with b 6 tφ̄(x)zµ,ξ(x),
and x ∈ Ω = B2

√
µ(ξ) \B√µ(ξ). Notice that, in this case,

(5.5.24) a > inf
B2
√
µ(ξ)\B√µ(ξ)

uε > inf
B2(ξ)

uε > a0,

for some a0 > 0. Moreover, from (1.1.6),

b 6 tzµ,ξ(x) = tµ−
n−2s

2 z

(
x− ξ
µ

)
=

c?tµ
−n−2s

2

(
1 +

∣∣∣x−ξµ
∣∣∣
2
)n−2s

2

=
c?tµ

n−2s
2

(µ2 + |x− ξ|2)
n−2s

2

.

Since x ∈ B2
√
µ(ξ) \B√µ(ξ), we obtain that |x− ξ| > √µ and so

b 6 c?tµ
n−2s

2

(µ2 + µ)
n−2s

2

6 c?tµ
n−2s

2

µ
n−2s

2

6 c?T1.
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From this and (5.5.24) we obtain that b/a 6 κ, for some κ > 0, hence we
can apply Lemma 5.5.6 and obtain that

G?
(
x, tφ̄(x)zµ,ξ(x)

)
=

∫ tφ̄(x)zµ,ξ(x)

0

[
(uε(x) + b)p − upε(x)

]
db

=
∫ tφ̄(x)zµ,ξ(x)

0

[
(a+ b)p − ap

]
db

>
∫ tφ̄(x)zµ,ξ(x)

0

[
bp + cp,κa

p−1b
]
db

=

(
tφ̄(x)zµ,ξ(x)

)p+1

p+ 1
+ cp,κu

p−1
ε (x)

(
tφ̄(x)zµ,ξ(x)

)2

2
.

This and (5.5.20) complete the proof of (5.5.23) when n > 4s (recall that p+
1 = 2∗s).

Now we prove (5.5.23) when n ∈ (2s, 4s]. In this case, we observe that

p =
n+ 2s
n− 2s

> 2.

So we choose a > 0, with a 6 tφ̄(x)zµ,ξ(x), and b := uε(x), and we can use
Lemma 5.5.5 to obtain that

G?
(
x, tφ̄(x)zµ,ξ(x)

)
=

∫ tφ̄(x)zµ,ξ(x)

0

[
(uε(x) + a)p − upε(x)

]
da

=
∫ tφ̄(x)zµ,ξ(x)

0

[
(a+ b)p − bp

]
da

>
∫ tφ̄(x)zµ,ξ(x)

0

[
ap + cpa

p−1b
]
da

=

(
tφ̄(x)zµ,ξ(x)

)p+1

p+ 1
+ cp

(
tφ̄(x)zµ,ξ(x)

)p

p
uε(x).

This and (5.5.20) imply (5.5.23) when n ∈ (2s, 4s]. With this, we have
completed the proof of (5.5.23).

Now we claim that, for any t ∈ [0, T1], any µ ∈ (0, µ?) and any x ∈ Rn,

(5.5.25) G?
(
x, tφ̄(x)zµ,ξ(x)

)
>
t2
∗
s φ̄2∗s (x) z2∗s

µ,ξ(x)

2∗s
.

We remark that (5.5.23) is a stronger inequality than (5.5.25), but (5.5.23)
only holds in Ω, while (5.5.25) holds in the whole of Rn (this is an advan-
tadge in the case n > 4s, according to (5.5.21)). To prove (5.5.25), we use
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Lemma 5.5.4, with a := uε(x) and b > 0, to see that

G?
(
x, tφ̄(x)zµ,ξ(x)

)
=

∫ tφ̄(x)zµ,ξ(x)

0

[
(uε(x) + b)p − upε(x)

]
db

=
∫ tφ̄(x)zµ,ξ(x)

0

[
(a+ b)p − ap

]
db

>
∫ tφ̄(x)zµ,ξ(x)

0
bp db

=

(
tφ̄(x) zµ,ξ(x)

)p+1

p+ 1
,

and this establishes (5.5.25).
By combining (5.5.23) and (5.5.25), we obtain that

∫

Rn
G?
(
x, tφ̄(x)zµ,ξ(x)

)
dx

=
∫

Rn\Ω
G?
(
x, tφ̄(x)zµ,ξ(x)

)
dx+

∫

Ω
G?
(
x, tφ̄(x)zµ,ξ(x)

)
dx

>
∫

Rn\Ω

t2
∗
s φ̄2∗s (x) z2∗s

µ,ξ(x)

2∗s
dx

+
∫

Ω

t2
∗
s φ̄2∗s (x) z2∗s

µ,ξ(x)

2∗s
+
c u

2∗s−m
ε (x) tmφ̄m(x) zmµ,ξ(x)

m
dx

> t2
∗
s

2∗s

∫

Rn
φ̄2∗s (x) z2∗s

µ,ξ(x) dx+
c tm

m

∫

Ω
u2∗s−m
ε (x) φ̄m(x) zmµ,ξ(x) dx.

(5.5.26)

Now we claim that

(5.5.27)
∫

Ω
u2∗s−m
ε (x) φ̄m(x) zmµ,ξ(x) dx > c′µβ,

for some c′ > 0, where

(5.5.28) β :=





n

2
if n > 4s,

n− 2s
2

if n ∈ (2s, 4s],

To prove this, when n > 4s we remark that, for small µ, we have B2
√
µ(ξ) ⊆

Bµ0/2(ξ), and φ̄ = 1 in this set, due to (5.5.4). So, we use (5.5.20) and (5.5.21)
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and we have that∫

Ω
u2∗s−m
ε (x) φ̄m(x) zmµ,ξ(x) dx =

∫

B2
√
µ(ξ)\B√µ(ξ)

u2∗s−2
ε (x) z2

µ,ξ(x) dx

> inf
B2(ξ)

u2∗s−2
ε

∫

B2
√
µ(ξ)\B√µ(ξ)

z2
µ,ξ(x) dx

= inf
B2(ξ)

u2∗s−2
ε µ−(n−2s)

∫

B2
√
µ(ξ)\B√µ(ξ)

z2

(
x− ξ
µ

)
dx

= inf
B2(ξ)

u2∗s−2
ε µ2s

∫

B 2√
µ
\B 1√

µ

z2(y) dy.

Thus, recalling (1.1.6) and taking µ suitably small, we have that
∫

Ω
u2∗s−m
ε (x) φ̄m(x) zmµ,ξ(x) dx > c1µ

2s

∫ 2/
√
µ

1/
√
µ

ρn−1dρ

(1 + ρ2)n−2s

> c1µ
2s

∫ 2/
√
µ

1/
√
µ

ρn−1dρ

(2ρ2)n−2s
= c2µ

n
2 ,

for some c1, c2 > 0. This proves (5.5.27) when n > 4s.
Now we prove (5.5.27) when n ∈ (2s, 4s]. For this, we exploit (5.5.20)

and (5.5.21) and we observe that
∫

Ω
u2∗s−m
ε (x) φ̄m(x) zmµ,ξ(x) dx =

∫

Rn
uε(x) φ̄2∗s−1(x) z2∗s−1

µ,ξ (x) dx

> µ−n+2s
2

∫

B2
√
µ(ξ)

uε(x) zp
(
x− ξ
µ

)
dx

> µ−n+2s
2 inf

B1(ξ)
uε

∫

B2
√
µ(ξ)

zp
(
x− ξ
µ

)
dx

= µ
n−2s

2 inf
B1(ξ)

uε

∫

B1

zp(y) dy

> c′µn−2s
2 ,

for some c′ > 0, which establishes (5.5.27) when n ∈ (2s, 4s]. The proof
of (5.5.27) is thus complete.

Now, by inserting (5.5.27) into (5.5.26), we obtain that

(5.5.29)
∫

Rn
G?
(
x, tφ̄(x)zµ,ξ(x)

)
dx > t2

∗
s

2∗s

∫

Rn
φ̄2∗s (x) z2∗s

µ,ξ(x) dx+
c tm µβ

m
,

for some c > 0, up to renaming constants.
By Lemma 5.5.1 and (5.5.29), we conclude that
∫

Rn
G?
(
x, tφ̄(x)zµ,ξ(x)

)
dx > t2

∗
s

2∗s

∫

Rn
z

2∗s
µ,ξ(x) dx+

c µβ tm

m
− Cµn t2

∗
s

2∗s
.
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This and (5.5.7) give that
∫

Rn
G?(x, tφ̄zµ,ξ) dx >

t2
∗
s S

n
2s

2∗s
+
c µβ tm

m
− Cµn t2

∗
s

2∗s
,

for some c, C > 0. As a consequence, recalling (5.5.8), we obtain that

I?ε(tZ̄µ,ξ) 6
t2 [Z̄µ,ξ]2a

2
− t2

∗
s S

n
2s

2∗s
− c µβ tm

m
+
Cµn t2

∗
s

2∗s

6 t2 S
n
2s

2
− t2

∗
s S

n
2s

2∗s
− c µβ tm

m
+
Cµn t2

∗
s

2∗s
+
Cµn−2s t2

2
,

and so, up to renaming constants,

(5.5.30) I?ε(tZ̄µ,ξ) 6 S
n
2sΨ(t),

with

Ψ(t) :=
t2

2
− t2

∗
s

2∗s
− c µβ tm

m
+
Cµn t2

∗
s

2∗s
+
Cµn−2s t2

2
,

for some C, c > 0.
Now we claim that

(5.5.31) sup
t>0

Ψ(t) <
s

n
,

provided that µ > 0 is suitably small. To check this, we notice that Ψ(0) = 0
and

lim
t→+∞

Ψ(t) = −∞,

since 2∗s > max{2,m} (recall (5.5.20)). As a consequence, Ψ attains its
maximum at some point T ∈ [0,+∞). If T = 0, then Ψ(T ) = 0 and (5.5.31)
is obvious, so we can assume that T ∈ (0,+∞). Accordingly, we have
that Ψ′(T ) = 0. Therefore

0 =
Ψ′(T )
T

= 1− T 2∗s−2 − c µβ Tm−2 + Cµn T 2∗s−2 + Cµn−2s.

So we set

Φµ(t) := 1− t2∗s−2 − c µβ tm−2 + Cµn t2
∗
s−2 + Cµn−2s

and we have that T = T (µ) is a solution of Φµ(T ) = 0. We remark that

Φ′µ(t) = −(2∗s − 2)(1− Cµn)t2
∗
s−3 − c µβ (m− 2)tm−3 < 0,

since m−2 > 0 and (2∗s−2)(1−Cµn) > 0 for small µ (recall (5.5.22)). This
says that Φµ is strictly decreasing, hence T = T (µ) is the unique solution

of Φµ(T (µ)) = 0. It is now convenient to write τ(µ) := T (µ
1
β ) and η := µβ,

so that our equation becomes

0 = Φµ(T (µ)) = Φµ(τ(µβ)) = Φµ(τ(η))

= 1− (1− Cη
n
β )(τ(η))2∗s−2 − c η (τ(η))m−2 + Cη

n−2s
β .
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Accordingly, if we differentiate in η, we have that

0 =
∂

∂η

(
1− (1− Cη

n
β )(τ(η))2∗s−2 − c η (τ(η))m−2 + Cη

n−2s
β

)

= −(2∗s − 2)(1− Cη
n
β )(τ(η))2∗s−3τ ′(η) + C

n

β
η
n
β
−1(τ(η))2∗s−2

− c (τ(η))m−2 − c(m− 2) η (τ(η))m−3τ ′(η) +
C(n− 2s)

β
η
n−2s
β
−1
.

(5.5.32)

Now we claim that

(5.5.33)
n− 2s
β

− 1 > 0.

Indeed, using (5.5.28), we see that

n− 2s
β

− 1 =





2(n− 2s)
n

− 1 if n > 4s,

2− 1 if n ∈ (2s, 4s],

=





n− 4s
n

if n > 4s,

1 if n ∈ (2s, 4s],

which proves (5.5.33).
Now we observe that when µ = 0, we have that T = 1 is a solution

of Φ0(t) = 0, i.e. T (0) = 1 and so τ(0) = 1. Hence, we evaluate (5.5.32)
at η = 0 and we conclude that

0 = −(2∗s − 2)τ ′(0)− c.

We remark that (5.5.33) was used here. Then, we obtain

τ ′(0) = − c

2∗s − 2
,

which gives that

τ(η) = 1− cη

2∗s − 2
+ o(η)

and so

T (µ) = τ(µβ) = 1− cµβ

2∗s − 2
+ o(µβ) = 1− coµβ + o(µβ),
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for some co > 0. Therefore

sup
t>0

Ψ(t) = Ψ(T (µ))

= (1 + Cµn−2s)
(T (µ))2

2
− (1− Cµn)

(T (µ))2∗s

2∗s
− c µβ (T (µ))m

m

= (1 + Cµn−2s)
(1− coµβ + o(µβ))2

2
− (1− Cµn)

(1− coµβ + o(µβ))2∗s

2∗s

−c µ
β (1− coµβ + o(µβ))m

m

= (1 + Cµn−2s)
1− 2coµβ

2
− (1− Cµn)

1− 2∗scoµ
β

2∗s
− c µβ

m
+ o(µβ)

=
1− 2coµβ

2
− 1− 2∗scoµ

β

2∗s
− c µβ

m
+ o(µβ)

=
1
2
− 1

2∗s
− c µβ

m
+ o(µβ)

<
1
2
− 1

2∗s
=
s

n
,

and this proves (5.5.31).
Using (5.5.30) and (5.5.31), we obtain that

sup
t∈[0,T1]

I?ε(tZ̄µ,ξ) 6 S
n
2s sup

t>0
Ψ(t) < S

n
2s · s

n
,

which proves (5.5.19) and so it completes the proof of Lemma 5.5.7. �

By combining (5.5.11) with Lemmata 5.5.3 and 5.5.7, we obtain:

Corollary 5.5.8. There exists µ? > 0 such that if µ ∈ (0, µ?) we have
that

lim
t→+∞

Iε(tZ̄µ,ξ) = −∞

and sup
t>0

Iε(tZ̄µ,ξ) <
s

n
S
n
2s .

The result in Corollary 5.5.8 says that the path induced by the func-
tion Z̄µ,ξ is a mountain pass path which lies below the critical threshold
given in Proposition 5.4.1 (so, from now on, the value of µ ∈ (0, µ?) will be
fixed so that Corollary 5.5.8 holds true).

5.6. Proof of Theorem 1.2.4

In this section we establish Theorem 1.2.4. For this, we argue by con-
tradiction and we suppose that U = 0 is the only critical point of Iε. As a
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consequence, the functional Iε verifies the Palais-Smale condition below the
critical level given in (5.4.1), according to Proposition 5.4.1.

In addition, Iε fulfills the mountain pass geometry, and the minimax
level cε stays strictly below the level s

nS
n
2s , as shown in Proposition 5.1.1

and Corollary 5.5.8.
Hence, for small ε, we have that cε +Cε

1
2γ remains strictly below s

nS
n
2s ,

thus satisfying (5.4.1).
Then, exploiting Proposition 5.4.1 and the Mountain Pass Theorem

in [7, 27], we obtain the existence of another critical point, in contradiction
with the assumption. This ends the proof of Theorem 1.2.4.
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[15] X. Cabré, Y. Sire: Nonlinear equations for fractional Laplacians, I: Regularity,

maximum principles, and Hamiltonian estimates. Ann. Inst. H. Poincaré Anal. Non
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