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Abstract. Current scientific knowledge on the future re- “like-with-like comparison” using AOGCM-specific subsets
sponse of the climate system to human-induced perturbaef forcings; employing a new calibration procedure; as well
tions is comprehensively captured by various model inter-as the fact that the updated simple climate model can now
comparison efforts. In the preparation of the Fourth Assesssuccessfully emulate some of the climate-state dependent ef-
ment Report (AR4) of the Intergovernmental Panel on Cli- fective climate sensitivities of AOGCMs. The diagnosed ef-
mate Change (IPCC), intercomparisons were organized fofective climate sensitivity at the time of G@oubling for the
atmosphere-ocean general circulation models (AOGCMsAOGCMs is on average 2.8&, about 0.33C cooler than

and carbon cycle models, named “CMIP3” and*{@P”, the mean of the reported slab ocean climate sensitivities. In
respectively. Despite their tremendous value for the scienthe companion paper (Part 2) of this study, we examine the
tific community and policy makers alike, there are some dif- combined climate system and carbon cycle emulations for
ficulties in interpreting the results. For example, radiative the complete range of IPCC SRES emissions scenarios and
forcings were not standardized across the various AOGCMhe new RCP pathways.

integrations and carbon cycle runs, and, in some models
key forcings were omitted. Furthermore, the AOGCM anal-
ysis of plausible emissions pathways was restricted to only

three SRES scenarios. This study attempts to address thede Introduction

issues. We present an updated version of MAGICC, the sim-

ple carbon cycle-climate model used in past IPCC AssessThis study presents the most comprehensive AOGCM and
ment Reports with enhanced representation of time-varyingcarbon cycle model emulation exercise to date. We use an up-
climate sensitivities, carbon cycle feedbacks, aerosol forc-dated version of the MAGICC model, which was originally
ings and ocean heat uptake characteristics. This new verdeveloped byVigley and Rape(1987 1992 and which has
sion, MAGICCS, is successfully calibrated against the higherbeen updated continuously since then (seeRager et al.
complexity AOGCMs and carbon cycle models. Parameter-1996 Wigley and Raper2001; Wigley et al, 2009. Sev-
izations of MAGICCG6 are provided. The mean of the em- eral amendments to MAGICC have been spurred by new
ulations presented here using MAGICC6 deviates from theresults presented in the IPCC AR4 as well as by the in-
mean AOGCM responses by only 2.2% on average for thecreased availability of comprehensive AOGCM and carbon
SRES scenarios. This enhanced emulation skill in compareycle model datasets. For example, land/ocean temperature
ison to previous calibrations is primarily due to: making a evolutions for both hemispheres were calculated for each
AOGCM allowing for a more in-depth analysis of optimal
heat exchange parameterizations in MAGICC. Emulations

Correspondence td¥l. Meinshausen with a simple model like MAGICC6 can by no means replace
BY (malte.meinshausen@pik-potsdam.de) research into more sophisticated carbon cycle and general
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circulation models. Rather, what MAGICC6 offers primarily
is a method to extend the knowledge created with AOGCMs
and carbon cycle model runs in order to provide estimates of
their joint responses and to extrapolate their key characteris-
tics to a range of other scenarios.

The paper is structured as follows: First, the value and ad-
vantages of simple climate models are discussed in 3ect.
Sect.3 provides a brief overview of the main amendments
in the climate model MAGICCG6 as used here — compared to
the version used in IPCC AR4. The emulation of AOGCMs
is described in Sec#, while the emulation of the ®MIP
carbon cycle models is described in SéctSection6 sum-
marizes limitations of the present approach, while conclu-
sions are given in Sect. A complete description of the
MAGICC6 model can be found in the Appendix

2 The value of simple climate models

Since the introduction of three-dimensional coupled
atmosphere-ocean general circulation models (AOGCMs)
(e.g.Manabe and Bryanl969 Manabe et a).1975 Bryan

et al, 1975 Schlesinger et gl.1985, one goal of Earth
system science is to facilitate the understanding of the past
and the projected future climate by building highly resolved,
comprehensive models of the physical atmosphere and
ocean systems, including the Earth’s cryosphere, and the
terrestrial and marine biosphere. Intermediate complexity
or simpler models are complementary research tools that
can provide focus on individual processes, span the range of
parameter uncertainties with computational efficiency and
extend results for multiple scenarios. After the introduction
of the one-dimensional upwelling-diffusive ocean model by
Hoffert et al. (1980, early applications of simple models
were able to give new insights into the transient behavior
of the climate system through investigation of individual
feedback processes, multi-thousand year simulations,
and parameter sensitivity studieslarvey and Schneider
1985ab; Senior and Mitche]l200Q Hoffert et al, 1980.

Recently, this role has also been filled by intermediate III.

complexity models (Earth System Models of Intermediate
Complexity or EMICs). Shifting from their role as models in
their own right, simple models started to serve four distinct
purposes as exemplified in this study:

I. Emulations. Simple models may be used to emulate
AOGCMs and reproduce the global or large-scale av-
eraged results of such models (see 8chlesinger and
Jiang 199Q 1991). In most cases, AOGCMs are still
computationally too expensive to be able to run large
ensembles (as required e.g. for probabilistic studies),
simulations for large sets of emissions scenarios, and/or
multiple perturbed physics experiments except in spe-
cial circumstancesAllen, 1999 Stainforth et al.2005.

In the emulation of AOGCMs with simple models, a
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necessary condition for model credibility is that the em-
ulation of the variables of interest is suitably accurate
over a wide range of emissions or concentration sce-
narios actually performed with AOGCMs. Various au-
thors (e.gKattenberg et al.1996 Raper and Cubasch
1996 Raper et al. 2001, Cubasch et gl.2001; Os-
born et al, 2006 have shown, for example, that the
upwelling-diffusion model MAGICC, the primary sim-
ple climate model used in past IPCC Assessment Re-
ports, can closely match key large-scale AOGCM re-
sults over a wide range of scenarios.

Parametrization of structural uncertainties. One ad-
vantage of simple models is that they can be used to
span structural uncertainties across more complex mod-
els. Structural uncertainties in AOGCMs arise from the
way certain processes or components (such as clouds)
are “parameterized” or expressed in relatively simple
terms — these parameterizations are structural compo-
nents of the model. Within these parameterizations
there may be a number of parameters, and parametric
uncertainties arise from the uncertain values of these
parameters. Thus, two models can differ in their aggre-
gated response characteristics because they have differ-
ent structures (including aspects commonly referred as
“parameterizations”), or because, within common struc-
tures, they use different parameter values. This distin-
guishes between structural and parametric sources of
uncertainty. In fact, we take advantage of this in the
present study by “parameterizing” the structural uncer-
tainty range of more complex models (€:Neill and
Melnikov, 2008 by estimating the parametric values
within the more flexible MAGICC structure that fits
the AOGCM results. This approach is distinct from
perturbed physics studies with intermediate complex-
ity models or AOGCMs Murphy et al, 2004, which
often concentrate on assessing parametric uncertain-
ties within a fixed and comparatively more rigid model
structure.

Factor separation analysis. Simple models can assist in
factor separation analysis, i.e., in separating the effects
of climate or carbon cycle uncertainties from forcing
uncertainties, or in investigating the effects due to dif-
ferent initialization choices. Thus, simple models can
assist in harmonizing the results from AOGCMs and
other higher complexity models by estimating their re-
sponses for unified forcing assumptions, thus making
the results from different models more directly compa-
rable. For example, a major difficulty in interpreting the
multi-model AOGCM projections presented in IPCC
ARA4 arises from the different radiative forcings consid-
ered by the various modeling groups (see Table 10.1 in
Meehl et al, 2007 Knutti et al, 2008. A major dif-
ference is in the treatment of aerosol forcing, where, for
example, some models included indirect aerosol forcing
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while others did not. Also, for a single forcing agentthe 3 Model description

magnitude and time-evolution of climate change differs

from model to model for the same scenario, becausdAGICC has a hemispherically averaged upwelling-
some models applied only very weak volcanic forcing diffusion ocean coupled to an atmosphere layer and a glob-
in the 20th century runs while others ignored volcanic ally averaged carbon cycle model. As with most other sim-
forcing completely. Some models varied tropospheric Ple models, MAGICC evolved from a simple global average
ozone while others keep the forcing by tropospheric €nergy-balance equation. The energy balance equation for

ozone constant for the 21st century. the perturbed climate system can be written as:
Further complications arise because, for mostA AT dH 1
AOGCMs, the forcing time-series are not diag- Qc=4cAT6+ dr @

nosed or documented for the model runs — exceptions . L .
are Takemura et al(200§ and Hansen et al(2005. whereA Qg is the global-mean radiative forcing at the top of

Different reporting standards for radiative forcing, like the troposphere. This extra energy influx is partitioned into

reporting adjusted forcing after thermal stratosphericmcreased outgoing energy flux and heat content changes in

H . .
adjustment at the model’s tropopause or at the 200 hPélhe ocear%. The outgoing energy flux is dependent on the

level, further hinder comparability, even when some global-mean feedback factdrg, and the surface tempera-
diagr’mstic data are provided: sp')ecifically the £O ture perturbatiom\ 7.

forcing at the time of doubled bpconcentration (see While MAGICC is designed to provide maximum flexibil-

e.g. Table 2 iForster and Taylo2006 hereafter called ity in order to match different types of responses seen in more
F.&.T) In addition, studies comparing the diagnosed sophisticated models, the approach in MAGICC’s model de-
result.s from the ra’diative transfer schemes in AOGCMSveIopment has always been to derive the simple equations as
with those from the line-by-line code found surpris- much as possible from key'physic:.:ll and biologica}l processes.
ingly large differences, even for well known forcing In other words, MAGICC is as simple as possible, but as
agents like C@ (Collin,s et al, 2006. In summary mechanistic as necessary. This process-based approach has
imperfect knowledge with re'gard t(‘) the forcings, in a strong conceptual advantage in comparison to simple sta-

CMIP3 AOGCM experiments leads to ambiguities as t|sF|caI fits that are more I|k(_aly to qg|ckly degrqde n thew
. . : skill when emulating scenarios outside the original calibra-
to how much of the differences in their temperature

L . . tion space of sophisticated models.
projections are due to different climate responses L :
. . . The main improvements in MAGICC6 compared to the
(feedbacks, inertia, etc.) or simply an expression of

different (sometimes limited or erroneous) radiative versﬁon used in the IPCC.: ARfl are brigﬂy highli.ghted in this
forcing implementations section (Note that there is an intermediate version, MAGICC
' 5.3, described ilVigley et al, 2009. The options introduced
IV. Joint response and feedback analysis. Simple, but sufto account for variable climate sensitivities are described in
ficiently comprehensive, models allow one to estimateSect.3.1 With the exception of the updated carbon cycle
the joint responses of multiple models of higher com- routines (Sect3.2), the MAGICC 4.2 and 5.3 parameteriza-
plexity. For example, for comparison purposes in thetions are covered as special cases of the 6.0 version, i.e., the
IPCC AR4, the CMIP3 AOGCMs were driven with IPCC AR4 version, for example, can be recovered by appro-
externally calculated C®concentrations and in most Priate parameter settings.
cases the same GQ@oncentrations were prescribed ir- . . . .
respective of the AOGCM climate sensitivity. How- 3.1 Introduction of variable climate sensitivities
ever, because of climate feedbacks on the carbon Yelimate sensitivity AT»,) is a useful metric to compare
cle, a higher sensitivity AOGCM is likely to see higher x

) o . models and is usually defined as the equilibrium global-mean
concentrations under the same emissions scenario, lead-

ing to an elevated temperature response. In its coupleéfvarmlng after a doubling of C&xoncentrations. In the case

mode, MAGICC is internally consistent in its G@on- of MAGICC, the equilibrium climate sensitivity is a primary

model parameter that may be identified with the eventual

centrations because the climate feedbacks on the Carbonlobal-mean warming that would oceur if the gepncentra-

cycle are driven by the climate model response. We carf . ) : .
. ions were doubled from pre-industrial levels. Climate sensi-
calibrate to uncoupled model component results sepa:

rately and anticipate the joint response of all combina—tIVIty Is inversely related to the feedback factor
tions of state-of-the-art high complexity carbon cycle AQ2y
models and AOGCMs in a consistent framework. Algw=— 2

whereATy, is the climate sensitivity, and Q2. the radia-
tive forcing after a doubling of C®concentrations (see en-
ergy balance EqA45).
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formulation allows effective climate sensitivities to increase
on the path to equilibrium warming. In this formulation,
changes in effective climate sensitivity arise from a geometri-
cal effect: spatially non-homogenous feedbacks can lead to a
time-variable effective global-mean climate sensitivity, if the
spatial warming distributions change over time. Hence, by

23 Tpcttodx modifying land-ocean heat exchange in MAGICC, the spatial
20f [y T 1{;?;‘02)‘ 20 evolution of warming is altered, leading to changes in effec-
s ® F&TOs) | .. tive climate sensitivitiesRaper 2004 given that MAGICC

0 50 ‘Oge;r-‘;o 200 250 0 50 100 ;Zgrszoo 250 has different equilibrium sensitivities over land and ocean.

Secondly, the climate sensitivities, and hence the feedback
parameters, can be made explicitly dependent on the current
forcing at timet. Both amendments are detailed in the Ap-
pendixA (see SectsA4.2 and A4.3). Although these two
trations until twice pre-industrial values in year 70 (1pcttgr ~ amendments both modify the same diagnostic, i.e., the time-
quadrupled concentration in year 140 (1pcttd4with constant  variable effective sensitivities in MAGICC, they are distinct:
concentrations thereafter. Additionally, the reported slab ocearthe land-ocean heat exchange modification changes the shape
model equilibrium climate sensitivity (“slab”) and the sensitivity of the effective climate sensitivity’s time evolution to equi-
estimates byrorster and Taylog200 are shown (*F&T(06)”). librium, but keeps the equilibrium sensitivity unaffected. In
contrast, making the sensitivity explicitly dependent on the

, ) , .. forcing primarily affects the equilibrium sensitivity value.

_ The (time- or state-dependent) effective climate sensitiv- - Note that time-varying effective sensitivities are not only
ity ($') (Murphy and Mitchell 1999 is defined using the  gmhirically observed in AOGCMSs, but they are necessary
transient energy balance Eq) @nd can be diagnosed from e in order for MAGICC to accurately emulate AOGCM
model output for any part of a model run where radiative oqts.  Alternative parameterizations to emulate time-
forcing and ocean heat uptake are both known and their sy, iaple climate sensitivities are possible, e.g. assuming a

is different from zero, so that: dependence on temperatures instead of forcing, or by imple-
menting indirect radiative forcing effects that are most often
regarded as feedbacks (see S6c®). However, this study
chose to limit the degrees of freedom with respect to time-
variable climate sensitivities given that a clear separation into
three (or more) different parameterizations seemed unjusti-
fied based on the AOGCM data analyzed here.

Fig. 1. The effective climate sensitivity diagnosed from low-pass
filtered CCSM3a) and ECHAMS5/MPI-OM(b) output for two ide-
alized scenarios assuming an annual 1% increase in co@cen-

t
AT,
_d_H|t

dt

©)

whereA Q. is the model-specific forcing for doubled GO
concentration; is the time-variable feedback factax,Q’
the radiative forcingA T}, the global-mean temperature per-
turbation andZ |’ the climate system’s heat uptake at time 3.2 Updated carbon cycle
t. By definition, the traditional (equilibrium) climate sensi- . . .
tivity (AT2y) is equal to the effective climate sensitivisy MAGICC's terrestrial carbon cycle model is a globally in-

at equilibrium %IEO) after doubled (pre-industrial) GO tegrated box model, similar to that idarvey (1989 and
concentration. Wigley (1993. The MAGICC6 carbon cycle can emulate

If there were only one globally homogenous, fast and Cor]_t_emperature-feedback ef_fects on the heterotrophic respira-
stant feedback process, the diagnosed effective climate sefion carbon fluxes. One improvement in MAGICCS allows
sitivity would always equal the equilibrium climate sensitiv- increased flexibility when accounting for G@ertilization.
ity ATox. However, many CMIP3 AOGCMs exhibit vari- This increase in flexibility allows a better fit to some of
able effective climate sensitivities, often increasing over timethe more complex carbon cycle models reviewed M@

(e.g. models CCSM3, CNRM-CM3, GFDL-CM2.0, GFDL- (Friedlingstein et a].2009 (see Sect. ). o
CM2.1, GISS-EH - see Fig81, B2, andB3). This is con- Another update in MAGICCEG relates to the relaxation in

sistent with earlier results of increasing effective sensitivi- €&rbon pools after a deforestation event. The gross CO

ties found bySenior and Mitchel(2000; Raper et al(200) emissions related to deforestation and other land use activ-
for the HadCM2 model. In addition. some models presentities are subtracted from the plant, detritus and soil carbon
significantly higher sensitivities for higher forcing scenar- POOIS (see FigA2). While in previous versions only the re-

ios (1pcttod) than for lower forcing scenarios (1pctte? growth in the plant carbon pool was taken into account to
(e.g. ECHAM5/MPI-OM and GISS-ER, see Fi. calculate the net deforestation, MAGICC6 now includes an

In order to better emulate these time-variable effective cli- effective relaxation/regrowth term for all three terrestrial car-
mate sensitivities, this version of MAGICC incorporates two PON POOIS (see Appendix1.1).
modifications: Firstly, an amended land-ocean heat exchange

Atmos. Chem. Phys., 11, 1417456 2011 www.atmos-chem-phys.net/11/1417/2011/
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The original ocean carbon cycle model used a convolu-To model this effect, a warming-dependent vertical gradi-
tion representationWigley, 1991h to quantify the ocean- ent of the thermal diffusivity is implemented here (see Ap-
atmosphere C®flux. A similar representation is used here, pendixA4.7).
but modified to account for nonlinearities. Specifically, the
impulse response representation of the Princeton 3D GFDI3.3.4 Forcing efficacies
model Sarmiento et al.1992 is used to approximate the
inorganic carbon perturbation in the mixed layer (for the im-
pulse response representation, dees et al.1996. The
temperature sensitivity of the sea surface partial pressure i
implemented based ohakahashi et al(1993 as given in
Joos et al(2007). For details on the updated carbon cycle
routines, see the Appendixl.

Since the IPCC TAR, a number of studies have focussed on
forcing efficacies, i.e., on the differences in surface temper-
ature response due to a unit forcing by different radiative
forcing agents with different geographical and vertical dis-
tributions (see e.gJoshi et al. 2003 Hansen et al.2005.

This version of MAGICC includes the option to apply differ-
ent efficacy terms for the different forcings agents (see Ap-
3.3 Other additional capabilities compared to pendixA4.4 for details and Supplement for default values).

MAGICC4.2 i :
3.3.5 Radiative forcing patterns

Five additional amendments to the climate model have been

implemented in MAGICC6 compared to the MAGICC4.2 Carlier versions of MAGICC used time-independent (but
version that has been used in IPCC AR4 or MAGICC5 .3 user-specifiable) ratios to distribute the global-mean forcing
" of tropospheric ozone and aerosols to the four atmospheric

331 Aerosol indirect effects boxes, i.e., land and ocean in both hemispheres. This model
structure and the simple 4-box forcing patterns are retained
It is now possible to account directly for contributions from as it is able to capture a large fraction of the forcing agent
black carbon, organic carbon and nitrate aerosols to indirecgharacteristics of interest here. However, we now use pat-
(i.e., cloud albedo) effectdwomey, 1977). The firstindirect  terns for each forcing individually, and allow for these pat-
effect, affecting cloud droplet size and the second indirect efterns to vary over time. For example, the historical forcing
fect, affecting cloud cover and lifetime, can also be modeledpattern evolutions for tropospheric aerosols are based on re-
separately. Following the convention in IPCC ARZb(ster ~ Sults fromHansen et al(2009, which are interpolated to
et al, 2007, the second indirect effect is modeled as a pre-annual values and extrapolated into the future using hemi-
scribed change in efficacy of the first indirect effect. Seespheric emissions. Additionally, MAGICC6 now incorpo-

Sect.A3.6in the Appendix for details. rates forcing patterns for the long-lived greenhouse gases as
well, although these patterns are assumed to be constant in
3.3.2 Depth-variable ocean with entrainment time and scaled with global-mean radiative forcing (see Sup-

plement for details on the default forcing patterns and time
Building on the work byRaper et al(2001), MAGICCEG in- series).
cludes the option of a depth-dependent ocean area profile
with entrainment at each of the ocean levels (default, 50 lev- o
els) from the polar sinking water column. The default ocean4 Calibrating MAGICC to AOGCMs
area profile decreases from unity at the surface to, for examl— . .
ple, 30%, 13% and 0% at depths of 4000, 4500 and 5000 m" the preparation of the Intergovernmental Panel on Cli-
Although comprehensive data on depth-dependent heat udpate Change Fourth Assessment Report (IPCC AR4), 14

take profiles of the CMIP3 AOGCMs were not available for tthdVe\/"n% g(;(l)_uPSt Sl;abmittedhdita for 23 A,OGV(\ZII\C/:I;,Pk,JuiIcci:ing
this study, this entrainment update provides more flexibility e vor imate Research Programme’s ( s) Cou-

and allows for a better simulation of the characteristic depth-pled Model Intercomparison Project phase 3 (CMIP3) multi-

: del dataset. The following subsectighlj describes the
dependent heat uptake as observed in one analyzed AOGC ,0 )
nafnely HadCMZIgaper et al.2009) y method used to calibrate MAGICC for 19 of these AOGCMs,

i.e., those for which sufficient data were available. In sub-
section4.2, the results of the calibration procedures are pro-

3.3.3 Vertical mixing depending on warming gradient )
vided.

Simple models, including earlier versions of MAGICC,

sometimes overestimated the ocean heat uptake for high

}[/(\;arr:]n;?gh s;:gg? rL'Jc;a\{(v:efgralzs\ll)é'rn%vgfr;?r:;egegeﬁztrisoghzseee?hree distinct calibration exercises are undertaken, optimiz-

e.g. Fig. 17b irtHarvey et al(1997). A strengthened thern,1al mg_as_malle_r(l)orlarge_r(ll, lll) set of MAGIC_C _pa_lramete_rs,
o2 ‘ . - : using idealized scenarios only (I, Il), or optimizing against

stratification and hence reduced vertical mixing might Con'multi-forcing scenarios as well (I1l)

tribute to the lower heat uptake for higher warming cases. '

&1 Climate model calibrating procedure

www.atmos-chem-phys.net/11/1417/2011/ Atmos. Chem. Phys., 11, 14362011
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Table 1. Overview of calibration exercises. The hemispheric land and ocean surface air temperatures and ocean heat uptake were used fo
each experiment.

Calibration Method  Experiments Us&d Calibrated Parametdts

I. “Basic/AR4-like” Idealized Scenarios (1pcttg2 1pcttodx) ATy, RLO, Kz
dKz

Il. “Medium” Idealized Scenarios (1pctte2 1pcttodx) AT»,, &, RLO, Kz, thOp' kns, kLo, 1
Idealized Scenarios (1pctte? 1pcttosx)
. “Full” and Multi-Forcing Runs ATy, &, RLO, Kz, d’;;“’", kNS, kLO» 1

(20c3m, COMMIT, SRESB1, SRESA1B)

& The scenarios are: 1pctte2= 1% annual CQ concentration increase until GQloubling, then stabilization; 1pctte4=1% annual C@ concentration increase until GO
quadrupling, then stabilization; 20c3m = historical 20th century run; COMMIT =year 2000 concentration stabilization; sresb1=IPCC SRES B1 scenario; sresalb=IPCC SRES
A1B scenario.
b The calibrated parameters are as followsT,, = climate sensitivity (KV\Tlmz), i.e., warming after a doubling of GOconcentrations; RLO=Land-Ocean warming ratio at
equilibrium; Kz = vertical diffusivity in ocean (c?rs*l); & = sensitivity of feedback factorsto radiative forcing changa Q away from doubled pre-industrial Gdorcing level

dKz L . . L . . e . . .. .
AQoy, See Eq.A51); thop =sensitivity of vertical diffusivity at mixed layer boundary to global-mean surface temperatures (i.e., thermal stratification). A linear diffusivity profile
change is assumed for layers between the mixed and bottom layeys; Land-Ocean heat exchange coefficient (WK —1); . =an amplification factor for the ocean to land
heat exchange (see E&§50).

The calibration | approach mimics the procedure em-with multiple parameters, there is the danger of overfitting.
ployed for IPCC AR4. Three key parameters (see Settl  Therefore, only a limited set with clearly distinct effects rep-
below) were calibrated to optimally reproduce the hemi-resenting different physical mechanisms was chosen out of
spheric land and ocean temperatures and ocean heat flux réie large number of MAGICC parameters. Two of the addi-
sponses to idealized 1%l/yr increasing £ahly scenarios  tional five parameters are required to emulate time-varying
(see Tablel). Secondly, an additional five parameters were effective climate sensitivities: namely, the ocean to land
optimized (calibration 1l) to match the idealized gOnly heat-exchange amplification, which allows the emulation of
scenarios better. Thirdly, the most comprehensive calibratiorincreasing effective sensitivities under global warming (Ap-
exercise (calibration 11l) employs, in addition, the AOGCM pendix A4.2); and &, the forcing-dependency of the feed-
results for multi-gas scenarios, viz. the year-2000 constanback (see AppendiX4.3). Another parameter, the ocean
concentration (COMMIT) experiments, and the SRES Bl stratification coefficienf%, modulates the heat uptake effi-
and Al1B scenarios, if available. The SRES A2 scenario isciency under higher warming scenarios, by making the ver-
not used for calibrating MAGICC parameters, but was in- tical diffusivity dependent on the ocean warming (see Ap-
stead used for verification. See Taldlefor an overview  pendixA4.7). Furthermore, the two heat-exchange param-
of the three calibration exercises. Going beyond the matcteters between land and ocean §) and between the hemi-
of global-mean temperatures and heat uptake that were fitsphereskys) are calibrated, with the latter having no influ-
ted in earlier MAGICC versions, all calibration exercises ence on the global-mean warming, but on the hemispheric
also took into account hemispheric land and ocean temperavarming pattern.
tures, diagnosed from one of the ensemble members of each Several parameters were kept fixed at default values in
CMIP3 AOGCM (run 1) provided at the PCMDI database our calibration exercises. For example, we held the sea-ice
(http://www-pcmdi.linl.gov/ipcc/abouipce.ph).  To take  related adjustment factar, which determines the ratio of
account of model drift, the corresponding low pass-filteredhemispheric changes in air versus ocean mixed layer temper-
(1720 yr~* cutoff frequency) control-run segments were sub- atures at its default value of 1.2 - based on experience with

tracted from each perturbation run (see Apper)ix earlier versions of MAGICC Raper and Cubascti996.
It is possible that this should also be a calibrated, model-
4.1.1 Calibrated parameters specific parameter. In addition, ocean heat uptake depends

on how the upwelling rater changes over time, which varies
In the first calibration exercise (calibration 1), only three key from model to model (see Se#4.5). In previous versions
parameters were optimized, namely the climate sensitivityof MAGICC this has also been a calibrated parameRaper
ATy, the equilibrium land-ocean warming ratio RLO and et al, 2001). Here we capture the general AOGCM behav-
the vertical thermal diffusivit)kzin the oceanKzhas alarge  ior by assuming thatv(z) depends linearly on the global-
influence on the ocean heat uptake efficiency. In the seconthean temperature, declining from an initial value of 4 m/yr
and third calibration exercises, five additional parameters ino 2.8 m/yr at a warming of 8C (relative to the pre-industrial
MAGICC were optimized to match the AOGCM tempera- temperature) and remaining constant thereafter Refper
ture and heat-uptake results. As in any calibration exerciset al, 2001). This simplified parameterization corresponds
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approximately to a central estimate of the overturning cir-

culation’s response for the majority of CMIP3 AOGCMs in § a) CSIRO-Mk3.0 b) GISS-ER

the 21st century simulations (see Fig. 10.1%/ieehl et al, =

2007). We do not attempt to emulate the meridional over- FAT(2000) | F&T (2006)
turning specifically for each AOGCMSghleussner et al. 6 M4.2 projection W42 projection <5
2010, thereby limiting the overall number of calibrated pa- V60 projecton i Ww
rameters. Using an AOGCM-specific vertical diffusivity al- 4 ' M6.0 projection MJ’y
lows us to closely emulate the AOGCM'’s surface tempera- i/
ture and ocean heat uptake responses, which are of primary WW
interest in this study. As with the sea-ice related faetor 2 n Reported A

better fits to the AOGCMs may be obtained when emulating ol 5 ‘th:

thermal expansion and vertical ocean temperature profiles if ¢ [\ ™" AT ({WWV/H

w(r) were a calibrated, model-specific characteridieger " ‘c \{M“ ||

and CubaschL996 Harvey, 1994). 1900 2000 2100 1900 2000 2100

For calibrating to each specific AOGCM, the parameter
space in MAGICC is first sampled randomly with 2000 pa- Fig. 2. Effective radiative forcing for the SRES A1B scenario from
rameter sets. For each parameter set, up to five parallel runs>0 t0 2100 for two CMIP3 AOGGCMs. Shown are the net effec-
were done. one for each of the calibration scenarios. SubtiVe radiative forcing time-series used for calibrating MAGICC6 to

sequently, the best (in a least-squared sense) parameter et <O-Mk3.0(2) and GISS-ERb) ("M6.0 calibration). Due to
. L A . . . ‘various unification adjustments and complementation of the sparse
is used to initialize an optimization routine with approxi-

. . . Lo AOGCM-specific forcing sets, the effective forcings prescribed for
mately 1000 iterations to find the parameter combination thag,,, projections differ. Shown here is the mean for each AOGCM

minimizes the squared differences between low-pass filteregyhen combined with the ten4MIP carbon cycle model calibra-
AOGCM and MAGICC time series of heat uptake, global, tions (“M6.0 projection”). For comparison, the forcings used in

northern land, northern ocean, southern land and southerPCC AR4 for the medium carbon cycle feedback case (“M4.2 pro-
ocean surface air (2m) temperatures. See AppeBdiar jection”) and the effective forcings (including uncertainties) as di-

detalils. agnosed byrorster and Taylof2006 ('F&T, 2006°) are also shown.
In addition, in the case of the GISS-ER model, radiative forc-
4.1.2 Calibration against idealized CQ scenarios ing time series were made available by the modeling group (“Re-
ported”) (J. Hansen, personal communication, 2005, as reported in
In order to successfully emulate the climate response of af ©'Ster and Taylo2009.

AOGCM, its driving forces should be known. This is why
idealized experiments, where the forcing is known, are pre-, . . B i
ferred for calibration. For example, MAGICC calibrations specific A Qo values were used during the calibration ex

for the IPCC TAR, as well as feedback paramater calcula— '%¢ (see Tablds1, B2 andB3).

tions by F&T, used the first 70 years of the idealized 1% 4.1 3 The difficulty posed by unknown radiative forcing
runs. MAGICC 4.2 calibrations for IPCC AR4 used the full-

length 1% runs (1pctto2 and 1pctto4, cf. Fig. 1). All The inherent difficulty with calibrating MAGICC parameters
19 CMIP3 AOGCMs considered here provided at least someo the multi-forcing AOGCM results, and the reason why this
output for such idealized forcing experiments, assuming anapproach has not been used previously, is that there are large
nual 1% increases of CQup to doubled and quadrupled con- uncertainties in the actual forcings. There are two reasons of
centrations and constant concentrations thereafter (1pctto2 why forcings differ across AOGCMs. First, not all models
and 1pctto4, respectively) (see rows 2, 4and 6 in FiBd,  used the same set of forcings. As the particular forcings used
B2 andB3). Most AOGCMs started these experiments from are known (see Tabl®), our calibration exercises were able
pre-industrial control runs (picntrl), although four (CCSM3, to take this into account. Second, even for the forcings in
MRI-CGCM2.3.2, ECHO-G, NCAR PCM) used present-day common, quantitative AOGCM-specific information is very
control runs pdcntrl). Control-run drift was removed using limited, mostly restricted to C®forcings at doubled C®

the respective low pass-filtered (1/20 yrcutoff frequency)  concentrations. The first study addressing this shortcom-
control run segments. Assuming that the £€ncentra-  ing in a comprehensive manner is by F&T, who diagnosed
tion to forcing relationship is logarithmiShine et al.199Q the effective forcings. However, neither forcings nor effica-
Myhre et al, 1998, the forcing is a linear ramp-function cies can be diagnosed from the currently available AOGCM
over 70 (140) years up to its forcing levalQ», at doubled  data without making additional assumptions; for example,
(or quadrupled) C@concentrations and constant thereafter. with regard to the models’ effective climate sensitivities (see
A Qo is estimated to be 3.71 Wm (Myhre et al, 1998, F&T).

although AOGCMs show a relatively large variation (see Ta-

ble 10.2 inMeehl et al, 2007). Where available, model-
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In the present study, given these limitations, we use in-
Table 2. The subsets of forcing agents considered during theformed estimates for the individual model forcings. Only
calibration 1l exercise to match the setup of CMIP3 AOGCM the matching set of radiative forcing agents (see Tapte-
multi-forcing runs (cf. Table 10.1Meehl et al, 2007. The forc-  gether with default efficacies (see Supplement) were applied
ing agents included for the multi-forcing simulations are indi- in MAGICC when calibrating each AOGCM. These recon-
cated by the following symbols: C = carbon dioxide; M = methane; structed forcing time-series are not identical to the diagnosed
N = nitrous oxide; S = stratospheric ozone; T:tropospheric_: ozoneforcings given by F&T. In the case of the GISS models, the
F= halogenatc_ad carbons (CFCs); D= dlrectx.%ros_ok B=direct ‘modeling group provided an independent estimate of the ra-
black carbon; O=direct organic carbon; R=nitrate aerosols;yiative forcing (J. Hansen, 2005, personal communication as
I+ =first indirect aerosol effect;I=second indirect aerosol effect; . hich Il with the net effective
U =mineral dust; L =land use; V =volcanic; A=solar; Capital let- repqrted |n_ F&T), whic a_lgree_s we
ters denote that a time-variable forcing agent is included for Sim_forcmg Se_rles us_ed for calibration here (see Btp. A more
ulations prior to and after 2000; small letters denote that forcingdetailed discussion of both the MAGICC4.2 and MAGICC6
agent varies with time in 20th century (20c3m) simulations and isforcing assumptions and emulations can be found in Part 2
set constant thereafter; italic letters denote that forcing was included®f this study.
as CO equivalent, hence efficacies were set to 1 during calibration.
Bracketed subscripts indicate the applied volcanic forcing scalingd.1.4 Special cases for multi-forcing calibration
factor derived from Fig. 4 in F&T. Note that for some models, the
forcing analysis by F&T detects no volcanic forcingdg)), a-  For the individual forcing agents used in the calibration,
though Table 10.1 itMeehl et al.(2007) indicate the inclusion of  MAGICC applies the same forcing timeseries with histories
volcanic aerosols. Future solar forcing in GISS-EH and GISS-ER\yhose magnitude from 1765 to 2005 is consistent with the
was assumed to be cyclic in the original simulations, but is here aStentral estimate provided by IPCC AR4 for each individual

sumed constant, denoted by Mineral dust (U) forcings and land : . : .
use albedo (L) effects have been assumed constant after 2000 ifr(1)rC|ng agent (see Fig. 1 in Part 2 or Table 2.1Forster

all emulations. For ECHAM5/MPI-OM and UKMO-HadCM3, de- St 8- 2007). The four exceptions are: _
noted with a “*", the first indirect effect was assumed in the MAG- _ Firstly, for volcanic forcing, the amplitude was adjusted
ICC emulations to be equal to the default joint forcing of 1st and for each AOGCM that included volcanic forcing, so that the

2"d indirect effect given the substantial negative shortwave forcing(neégative) amplitude in net effective (shortwave and long-

analyzed by F&T for these models. wave) volcanic forcing was approximately matched to the
value calculated by F&T. In fitting to historical time series
AOGCM Forcing agents (using squared differences as the goodness-of-fit statistic),

a too strong negative amplitude would result in too high a

(BCCR-BCM2.0)  CMNstFDula sensitivity A T», and hence a future MAGICC response that

(BCC-CM1) CMNStFDIva ) L . :
CCSM3 CMNSTFDBOU 862 is tqo warm. Tq minimize the gﬂ‘ect of mlsmatchlng vol-
CGCM3.1(T47) CMNStFDuly, o) canic forcmg_ series a low pass fllfcer was applied tq the tem-
(CGCM3.1(T63)) CMNSstFDuly g)a perature series _before the optimization. The scaling fat_:tor
CNRM-CM3 CMNSTEDu for volcanic forcing was determined to be lower than unity
CSIRO-Mk3.0 QINSTFD for all models (ranging from 0.2 for INM-CM3.0 and MRI-
ECHAMS5/MPI-OM  CMNStFDf* CGCM2.3.2 to around 0.7 for most models). See T&ble
ECHO-G CMNsTFD}v(Ojo)a Secondly, CQ related forcing is modeled slightly differ-
FGOALS-g1.0 CMNstFDa ently compared to other forcing agents. For the idealized
GFDL-CM2.0 CMNSTFDBOulyp 7g)@ scenarios, we used the actual £&ncentrations. To con-
GFDL-CM2.1 CMNSTFDBOulyg 702 vert concentrations to forcing we s&tQ», to its AOGCM-
(GISS-AOM) CMNstFD specific value during the calibration exercise (see A8p
GISS-EH CMNSTFDBOg“LV(‘)JO)d andA36). For the SRES scenarios (B1 and A1B) we also
|GN||\S/|SC§/|RS 0 gMM'\'l\‘S?S\'/:DBS uLvo.70d drove MAGICC with concentrations rather than emissions.

) 02 We assumed that CMIP3 AOGCMs prescribed @0ncen-
IPSL-CM4 CMNFDI : . Coes

2 trations according to the Bern reference provided in the IPCC

MIROCS3.2(H) CMNSTFDBO2Ulv 5. TAR. Prescribing C@ concentrations instead of emissions
MIROC3.2(M) CMNSTFDBO-2Ulv g 35)a ' 9

MRI-CGCM2 3.2 CMNStFDyo 40,2 has the additional benefit of keeping the calibration of the

PCM CMNSTFDyg7)a carbon cycle (see following Sed.]) strictly separate from
UKMO-HadCM3 CMNSTEDE*v 00)a the calibration of the climate response.
UKMO-HadGEM1 CMNSTFDBOgr'sz(O 0a Thirdly, a special case is the second indirect aerosol ef-

fect, characterized by default in IPCC ARBafster et al.
2007 as an efficacy enhancement to the first indirect aerosol
effect. For AOGCMs that only included the first in-
direct effect (ECHAM5/MPI-OM, ECHO-G, IPSL-CM4,

“Full Forcing”
Emulation Ilic/d CMNSTFDBO}ulv(g 7)a
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T H+15f from their starting year only, neglecting any forcing changes
B between 1750 and their starting year. Although the choice of
E» +1.0¢} initialization method does affect the fitted parameter values,
g _ the effect of these different possible initializations is small.
“q:, +05 ¢ 14103 We assumed here (based on the CMIP3 AOGCM tempera-
= Radiative Forcing: 2 ture results, which show no evidence of a “jump start”) that
2 oo i 14055 AOGCM runs were begun with zero forcing in their 20c3m
Temperature Effect: < starting year. However, the HadCM3LCKIP coupled car-
rrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrrr Starting 1750 - 0.0 § bon cycle-climate model's temperature evolution suggests
jfta’“”gméo g that it has been subject to a “jump start” in forcing and so
umpst‘art 1860 9

we do likewise. Such “jump start” initializations have been

. . . . . -0.5
1750 1800 1850 1900 1950 2000 2050 2100 . .
used earlier as well — as documentedlahns et al(1997)

Fig. 3. Radiative forcing and temperature evolutions illustrating the (S€€ Fig. 30a therein).

“cold start problem” Hasselmann et al1993. A climate model

run taking into account the forcing history since 1750 (red line) 4.2 AOGCM calibration results

provides a different future projection compared to a run taking into

account deviations from a later startyear only, e.g. 1860 (blue solidThis section gives the results of the three calibration exer-
line). A later common reference period, e.g. 1980-1999, or a “jumpcises employed here to replicate the climate response char-
start” with radiative forcing being applied relative to 1750 (blue gcteristics of the AOGCMs (Sectd.2.1, 4.2.2 and4.2.3.

dashed line), minimizes this initialization problem. The tempera’SubsequentIy Sect.2.4compares climate sensitivities di-
ture response for the “jump start” run asymptotically approachesagnosed for tr,le CMIP3 AOGCMs
the results for the run starting in 1750 (grey shaded area). '

4.2.1 Calibration method | — as in the AR4

UKMO-HadCM3), the second effect was ignored during the This simple calibration approach | (see Tablor the found
calibration exercise. For the GISS-EH and GISS-ER mod-pest-fit parameters) is able to emulate the evolution of global-
els, which only included the second indirect effect (see Ta-mean temperatures for the idealized scenarios relatively well
ble 10.1 inMeehl et al, 2007), a forcing was assumed of the for most AOGCMs (See Tab|B]_)_ The root mean square
same magnitude as IPCC AR4's best estimate of the first inerrors (RMSE) between emulations and the AOGCMs are
direct aerosol effect{0.7 W2 with efficacy 0.9). Forthe  well below 0.2°C for the 1pcttoX and lpcttok scenar-
three models MIROC3.2 (hires), MIROC3.2 (medres) andjos for all but four models (UKMO HadGEM1, CCCma
HadGEML1 that are reported to have included both indirectcGCM3.1(T47), GFDL CM2.0 and MPI ECHAMS), as
aerosol effects the second indirect effect is assumed to enshown in Fig. 5a. As can be expected, the SRES and “COM-
hance the first indirect effect by two-thirds, by increasing the MIT” multi-forcing scenarios are less well emulated for al-
efficacy from 0.9 to 1.5. These (rather uncertain) default val-most all models, as their information was not used to derive
ues have been chosen from the uncertainty ranges provideghe optimal parameter settings farf»,, RLOandKz This
in IPCC ARA4 for the first indirect effect’s efficacy (stated to discrepancy between emulations and AOGCM muilti-forcing
be similar to the direct aerosol effect’s efficacy of 0.7 to 1.1) runs is substantial for three out of the 19 emulations show-
and the efficacy that includes both the first and second ining RMSE values higher than 0.86. On average across all
direct effect (1.0 to 2.0), respectively (see Sect. 2.8.5.5. inmodels and scenarios, the RMSE is C>2l(see Fig. 5a).
Forster et a.2007). In order to put this RMSE value of 0.2C in perspec-
Fourthly, the last issue relates to the “cold start problem”tive, it is here compared to the equivalent goodness of fit
(Hasselmann et al1993. Rather than starting in 1750, the statistic that would be obtained if a single AOGCM'’s pro-
reference year for radiative forcings, modeling groups chosgections were simply approximated by the global-mean tem-
years in between 1850 and 1900 as a starting point for thg@erature time-series of another randomly drawn AOGCM for
20th century integrations (20c3m runs). Unfortunately, it is the same scenario. This comparison is motivated by the com-
not documented how (or if) the AOGCM modeling groups mon practice in many studies to make inferences from single
handled any forcing differences between 1750 and the reAOGCMs, often implying that a single AOGCM is represen-
spective starting year. For example, in the default forcing setative for a wider range of other AOGCMs. Essentially, this
ries applied here (excluding volcanic forcing), a slight forc- compares the uncertainty in fitting MAGICC to a particular
ing increase of roughly +0.2 Wn? occurred between 1750 model to the inter-model uncertainty. Thus, for this com-
and 1860. To account for this, modeling groups could haveparative measure of inter-model uncertainty, we computed
applied a “jump start”, so that the model is subject to a stepthe average RMSE between global-mean temperature series
forcing increase in the starting year (see RYy. Alterna-  for all permutations of CMIP3 AOGCMs applying the same
tively, models could be driven by radiative forcing changeslowpass filter as used for the calibrations (1/20%cutoff
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a) Global Mean Surface Temperatures b) Northern Ocean ) Northern Land

,,,,,,,,,, AOGCM Mean
Emulation Mean

SRES A2 ./

SRES A1B

d) Southern Ocean e) Southern Land

< SRES B1

Temperature Change relative to 1980-1999 (°C)
N

-1 L L L L L L L L L -1
1900 1920 1940 1960 1980 2000 2020 2040 2060 2080 2100 1900 2000 2100 2000 2100

Fig. 4. Comparison of mean surface temperatures as diagnosed from CMIP3 AOGCMs (dashed) and the emulations with MAGICC6 using
“like-with-like” forcings and the calibration 11l method (solid lines, see Sdc2.3. The scenarios shown are SRES A1B (green), B1 (blue)

and A2 (red) in addition to the “year 2000 concentration stabilization” (COMMIT) experiment (orange). For the different scenarios, the
number of available AOGCM datasets differs, which is taken into account, so that only the mean across the corresponding set of emulations
is shown. The land and ocean regions in each hemisphere were determined from the individual AOGCMs’ land-ocean masks.

frequency), taking into account the full overlapping time- hanced ability to match the idealized scenarios of the MPI
periods between any pair of AOGCMs. The resulting RMSE ECHAMS model is most noticeable: under calibration | (fit-
is 0.46°C across the multi-forcing and idealized scenarios,ting only three parameters), the RMSE values were 9C30
more than twice as high compared to the RMSE of emula-and 0.43C for the 1pcttoX and 1pctto4 scenarios. Under
tions following the calibration | procedure. the calibration Il method the idealized scenarios are now em-

It is noticeable that some AOGCMs show features in theirulated with an RMSE of 0.15C and 0.12C — primarily due
idealized scenario runs (1pctte2and 1pctto4) that can-  to the ability of MAGICC to simulate time-varying effective
not possibly be emulated satisfactorily by optimizing only sensitivities (see Fid.). The multi-forcing scenarios are also
three parameteraT»,, RLOandKz For example, a larger more accurately emulated, so that the goodness of fit ranking
best-fit effective climate sensitivity for the higher forcing for MPI ECHAMS improved (see Fig. 5).
1pctto4dx run than for the 1pctto® run is apparent in the In summary, the match to the idealized scenarios improved
MPI ECHAMS simulation, after these runs diverge in year for all those 14 models that provided 1pcttoand 1pcttok
70 of the model integration (see Fif), and discussion in  data, but not for those five (MIROC3.2(hires), GISS-EH and
Sect.4.2.4. A constant climate sensitivith 7> can never, FGOALS-g1.0, UKMO-HadCM3 and CSIRO-Mk3.0) that
therefore, match both scenarios satisfactorily. The best-fiprovided only 1pctto2 data (see FigureB1, B2 andB3).
constant climate sensitivity will be in-between the effective The emulation skill for the multi-forcing scenarios, which
sensitivities for the 1pctto? and 1pctto4k runs. Indeed, the  were not used for calibration I, was only slightly enhanced
calibration | procedure gives a climate sensitivity of 3385  in most cases. The average RMSE across all scenarios and
(see TableB1), which is in between the effective sensitivi- models is 0.19C (see Fig. 5a and c), slightly improved from
ties of 3.5 and 4.2C towards the end of the 1pctte2and  the 0.21°C that resulted from the calibration | procedure.
1pcttodx scenarios, respectively (see Flg.

4.2.3 Calibration method Il — from CO »-only to
4.2.2 Calibration method Il — using additional multi-forcing
parameters
While the inclusion of additional parameters under the cali-

For some AOGCMs, the use of additional parameters inbration Il procedure markedly improved the fit to the ideal-
the fitting exercise did not improve the goodness of fitized experiments, the performance of the emulations for the
(MIROC3.2(hires), GISS-EH and FGOALS-g1.0). For oth- multi-forcing runs is only slightly improved. Obviously, the
ers, the fit was improved markedly. For example, theemulation quality for SRES scenarios will be improved, if
RMSE is halved for NCAR CCSM3 and GISS-ER (see an appropriate goodness of fit criteria related to the SRES
1pctto2x and lpctto4 scenarios in Fig. 5a and c¢). The en- scenarios is included in the optimization routine. The close
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Fig. 5. The root mean square error (RMSE) and average warming differences between global-mean temperatures for individual AOGCMs
and their emulations after calibrating MAGICC parameters with three different calibration procedures. Temperatures and ocean heat uptake
for the 1pcttoX and 1pctto4 scenarios were fitted by calibrating three (calibration I; panel a, b) and eight (calibration IlI; panel c, d)
MAGICC parameters, respectively (see TableCalibration Method “III” (panel e,f) used in addition the multi-forcing runs SRES A1B, B1

and COMMIT when optimizing eight parameters (see TdBleThe emulations are ranked according to mean deviations (RMSE) between
emulations and AOGCM data over the full length of all available scenarios. The AOGCM and MAGICC data were lowpass-filtered when
calculating the RMSE values. For all emulations, “like-with-like” forcings were applied, i.e., the emulations were not subject to forcing
adjustments. The mean RMSE for all emulations is given (“Avg. RMSE Emulations”) and compared to the average inter-model RMSE
(“Avg. RMSE AOGCM"). See text.
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fit between the mean of the emulations and the mean of th¢her. This is primarily because the earlier start date for the
AOGCM runs under the calibration Il strategy is shown in comparison removes uncertainties introduced by the strong
Fig. 4 (see also Tabl8). Pinatubo volcanic forcing in the 1980 to 1999 base period.

Assessing our calibrations at the level of individual Individual AOGCMs in the last decade of the 21st century
AOGCMs, the deviations over the full scenario durationsare now matched on average with a mean relative error of
are small, mostly<0.2°C (see Fig. 5f). The largest de- only 6% (B1:5%, A1B:5%, A2:7%). Half of the emulation
viation in global means of up to 0°& occurs for CNRM  and AOGCM pairs show deviations of only 3% on average
CM3. The emulations of CNRM CM3 show most clearly (B1:3%, A1B:2%, A2:5%). As noted above for the example
what is apparent as well for eight other AOGCMs (GISS-ER, of the CNRM CM3 model, calibrations are necessarily im-
MIROC3.2 (medres), NCAR PCM1, MPI ECHAM5, MRI perfect as we do not know the precise forcings effective in the
CGCM2.3.2A, IPSL-CM4, INM-CM3.0 and HadGEM1), AOGCMs. This problem is likely enhanced in the calibra-
namely that the idealized scenarios are emulated too warntions towards the multi-forcing AOGCM results compared to
and the multi-forcing runs too cold or vice versa (see Fig. 5f).those for the idealized CGQuns.

In the case of CNRM CM3, this may be caused by an under-

estimation of the net forcing in the multi-forcing runs and/or 4.2.4 Comparison of climate sensitivities

an overestimation of the CCforcing in the idealized sce-

narios. For calibration Ill results, the average RMSE acrosg=quilibrium climate sensitivity is a useful aggregate model
all scenarios and models is further decreased to 0.17 K (c.findicator and climate system characteristi€ngtti and
0.21K and 0.19K for “calibration | and II"). This is sub- Hegerl, 2008. Traditionally, climate sensitivity is defined
stantially lower than the AOGCM inter-model uncertainty as the warming resulting from any doubling of £€@on-
RMSE of 0.46°C. Another useful comparison metric is the centrations, irrespective of the starting concentration level.
skill with which the emulations compare with the AOGCMs With the introduction of climate-state dependent sensitivi-
when averaged over all AOGCMs. The mean AOGCM ver-ties, we report here the climate sensitivities for a doubling
sus mean emulation RMSE, over all multi-forcing runs, for of pre-industrial concentrations and compare these to other
2000 to 2100, is 0.053C. This shows that the emulations of published estimates for the set of CMIP3 AOGCMs (see Ta-
the multi-model ensemble mean is substantially more robusble 4). Many modelling groups reported equilibrium warm-
than emulating a single AOGCM and is associated with onlying results with their slab ocean model versions, stated in
very minor biases (see Fid). the first column of Tabld taken fromRandall et al(2007).

As noted above, the SRES A2 scenario has not been usetihe average climate sensitivity across all 19 slab-ocean mod-
for calibration, but left as an independent test case for theels is 3.2 C. The coupled versions of these models can ex-
skill of the emulations. The performance of the emulationshibit different sensitivities from the slab-ocean versions, not
for the high SRES A2 scenario is similar to the other two least because the presence of a coupled ocean can alter at-
SRES scenarios, B1 and A1B, that were used in the calimospheric feedback&tegory et al.2004. Time-evolving
bration (average RMSE A2: 0.17&; A1B: 0.190°C, B1: effective climate sensitivities’ can be diagnosed from any
0.168°C; see Fig. 5e). This is encouraging as it supportstransient run for which the forcing and ocean heat uptake is
the assumption that emulations for other emissions scenaknown, as given in Eq.3) (seeMurphy and Mitchel] 1995
ios approximately reflect what AOGCMs would project. On Raper et al.2001; Senior and Mitche|l2000. Gregory et al.
average across model emulations, the bias is again small, 42004 have developed a regression technique to estimate the
can be seen in Figu with average warming under SRES effective climate sensitivity even if the absolute forcing is un-
A2 being slightly lower in the emulations. known. F&T calculated climate sensitivities for the CMIP3

It is valuable to put these emulation errors in perspec-AOGCMs from the first 70 years of the idealized 1pctto2
tive. For the SRES scenarios, the inter-model uncertainscenarios (cf. Figl). The average climate sensitivity fol-
ties between AOGCMs with regard to global-mean temperadowing this procedure (viz. 2.7€C) is nearly half a degree
tures towards the end of the 21st century (2090-2099), whegooler than that estimated for the slab-ocean models (cf. first
expressed as two standard deviations divided by the multiand second column in Tabig.
model ensemble mean, range from 49% for SRES B1 (21 MAGICCA4.2 climate sensitivity results presented in IPCC
models) through 41% for A1B (21 models) to 26% for A2 AR4 (see Supplementary Table S8.1Randall et al(2007)

(17 models) (cf.Knutti et al, 2008. In comparison, the and Fig. 10.26 ifMeehl et al.(2007)) and those for MAG-
mean relative errors introduced by the emulations are sublCC6 using the calibration | method are very similar to each
stantially smaller, i.e., less than 2.2% for the ensemble meanether (less than 0.ZC difference), except for HadGEM1, for
(B1:2.2%, A1B=1.0%, A2—0.8%) and, on average, 7% for which additional AOGCM data were available in the MAG-
individual AOGCM emulations over 2090 to 2099 relative to ICC6 case. For 13 out of 19 AOGCMSs, these sensitivities
1980 to 1999 (B1:9%, AlB:6%, A2:6%). Comparing the are very similar to those in F&T, with differences less than
2090 to 2099 warming relative to AOGCM starting years 0.2°C. For the remaining six models analyzed by both stud-
reduces differences between emulations and AOGCMs furies, MAGICC calibrations give higher climate sensitivities,
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Table 3. Comparison of global-mean temperatures from AOGCMs and emulations for three periods. The means across all available CMIP3
AOGCMs for each scenario (number of available AOGCM datasets given in colufime compared to the mean across the matching
number of emulations using AOGCM-specific “like-with-like” forcings, denoted by “llla”. The emulations with parameter settings from
calibration Il (see text) and applying “full” forcing emulations, averaged across all 19 emulations, are shown for comparison (column llid).
On the notation: The three methods for calibrating carbon cycle and climate parameters (sdg diabtienoted with roman numbers I, 11

and Ill, while the application of AOGCM-specific forcing settings is denoted by a small Latin character “a”, the application of standardized
“full” forcings is denoted by “d” (with interim stages “b” and “c” being described in the companion pelleénshausen et al2011, see

Fig. 3 therein).

Period 1: 1980-1999 vs. startyear  Period 2: 2090—2099 vs. 1980-1999  Period 3: 2100 vs. 2090-2099

n  AOGCM Emulation AOGCM Emulation AOGCM Emulation
Scenario Illa lid llla Ilid lla 1id
COMMIT 16 0.56 0.59 0.50 0.58 0.48 0.57 - 0.00 0.01
SRESA1B 19 0.54 0.61 0.53 2.82 2.79 2.77 - 0.10 0.10
SRESA2 16 0.58 0.59 0.50 3.32 3.30 3.20 - 0.27 0.25
SRESB1 17 0.56 0.59 0.50 1.85 1.89 1.90 - 0.03 0.06
most notably for the MIROC3.2 (hires) model (see Tad)le Using the calibration Il procedure, the estimated climate

The MAGICC result of around 6.0C is 2.0°C higher than  sensitivity, AT, is slightly lower for eight AOGCMs com-
estimated by F&T. While the relatively short period (70 yrs) pared to calibration | results. This is largely explained by the
of available data for the lpctte2run limits the ability to  increasing sensitivity over time in these models, a factor not
make accurate estimates of the effective climate sensitivity ofaccounted for in the calibration | method. The differences to
MIROCS3.2(hires) from this 1pctto? data set alone, the ex- the sensitivities estimated by F&T are largely reconciled by
ceptionally high temperature projections for the SRES AlBcalibration Il results. This is because F&T used the relatively
and B1 scenarios for this model support our findings of alow-forcing scenario segments up to doubled@0ncentra-
climate sensitivity around 6 (the calibration IIl result) tions to estimate the climate sensitivity.
rather than 3.9 results derived by F&T from the first 70 The increases in effective climate sensitivities found in
years of the idealized scenarios. An alternative explanation ishe present analyses confirm earlier results that the effective
that the SRES A1B and B1 forcing used by MIROC3.2(hires) climate sensitivity seems often to be dependent on the cli-
could be exceptionally high compared to other AOGCMs asmate state (see e.glurphy and Mitchell 1995 Raper et al.
hypothesized by F&T. Theé 0o forcing for this model is, 20021, Senior and Mitche]l200Q Stouffer, 2004. For five
however, reported as rather low (see Tabig. AOGCMs the climate sensitivity estimate increased slightly
Four other climate sensitivities are estimated by the AR4when comparing the calibration | and calibration Il results.
and Calibration | method to be higher than stated by F&T, For these AOGCMSs, the data suggests no forcing dependent
namely those for CCSM3, MPI ECHAMS, GISS-EH, and feedback factorstE0). However, for some of these models,
GISS-ER. These models exhibit increasing effective climatethe calibration suggests an increasing climate sensitivity over
sensitivities over time, so the method by F&T of deriving a time, parameterized by a heat exchange enhancement factor
fixed sensitivity over only the first 70 years of a 1pctiofin (n>1). In this case, the transient effective sensitivity of the
will lead to an underestimate for the effective climate sensi-emulations up to doubled G@&oncentrations is smaller than
tivity on longer timescales and will hence result in higher the equilibrium sensitivity at doubled pre-industrial £iev-
forcing estimates. Lastly, the ECHO-G model is estimatedels, so that this best-fit equilibrium sensitivity is estimated
to have a higher climate sensitivity than suggested by F&Tto be higher. Some of these calibrations to AOGCMs sug-
possibly due to the ECHO-G heat uptake data used in theest (as well) a decreased heat uptake efficiency for higher
present study, which we suspect are erroneous. While th&armings %50). Thus, the warming can now be allowed
lpctto2< scenario suggests a vertical ocean thermal diffu-to increase further compared to calibration | procedure for
sivity Kz=2 cn? s~1, the best estimate for the vertical diffu- those AOGCMSs, where an overestimation of heat uptake pre-
sivity under the SRES runs was more than five times smallewviously suggested a cooler warming response being optimal.
(Kz=0.43cnfs 1 — cf. TablesB3 andB1, B2). For the cal- The climate sensitivity estimates under the calibration Ill
ibration 11l procedure, therefore, we excluded the ECHO-G procedure show only very minor systematic differences com-
1pctto2x heat uptake data due to this inconsistency. Whenpared with the calibration Il estimates, a slight decrease in
this was done, the climate sensitivity suggested by F&T isthe average sensitivity. This could be explained if the ef-
approximately confirmed (2%C). fective forcings or efficacies under the multi-gas scenarios
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Table 4. Comparison of retrieved climate sensitivities for CMIP3 AOGCMs. The first column shows climate sensitivities estimated for the
slab-ocean versions of the AOGCMs as given in Table 8.Raidall et al(2007). The second column provides the climate sensitivities
derived from the net climate feedbacks giverRoyster and Taylof2006, who use the method igregory et al(2004) to retrieve feedbacks

for idealized 1% C@ scenarios out to2CO,. These climate feedbacksvere converted to climate sensitivitiasd, . usingATy = A%ZX ,

with the forcingA Q5 at doubled CG concentrations taken from Table 2Fprster and Taylof2006, where available, and using 3.7 Wi

as default. The third column presents results for the MAGICC 4.2 calibration as done for IPCC AR4 , used as well in MAGICC5.3,
and presented in Table S8.1Randall et al(2007), which was methodological equivalent to the calibration method | presented here for
MAGICCS6. The fourth to sixth columns present this study’s results using MAGICC6 under calibration exercises I, Il and Il (s€lg. Table
The last row provides the average climate sensitivities for each column.

IPCC AR4 Forster& |IPCC AR4 This Study (MAGICCE6)

AOGCM Slab Ocean  Taylor MAGICC 4.2/5.3 Calibration:(I)  (ll) (D)
BCCR-BCM2.0 n/a n/a n/a n/a n/a n/a
BCC-CM1 n/a n/a n/a n/a n/a n/a
CCSM3 2.7 2.12 2.37 2.35 246 2.1£
CGCM3.1 (T47) 3.4 2.97 3.02 3.13 3.34 2.97
CGCM3.1 (T63) 34 3.6% n/a n/a na  nla
CNRM-CM3 n/a 2.48 2.45 2.46 228 298
CSIRO-Mk3.0 3.1 2.3 2.21 2.18 2.17 2.24
ECHAM5/MPI-OM 3.4 3.58 3.86 3.95 3.46 3.23F
ECHO-G 3.2 2.5B 3.01 3.10 3.10 2.63
FGOALS-g1.0 2.8 1.99 1.97 2.06 2.11 2.8
GFDL-CM2.0 2.9 2.0% 2.35 2.41 2.3% 231
GFDL-CM2.1 3.4 2.18 2.28 2.34 219 228
GISS-AOM n/a n/a n/a n/a n/a n/a
GISS-EH 2.7 2.46 3.04 2.84 2.89 2.54
GISS-ER 2.7 2.2 2.57 2.66 25% 226
INM-CM3.0 2.1 2.3% 2.28 2.26 2.28 2.35
IPSL-CM4 4.4 3.80 3.83 3.93 4.03 4.15
MIROC3.2(H) 4.3 3.95 5.87 6.03 6.29 5.73
MIROC3.2(M) 4.0 3.73 3.93 4,12 4.15 4.00
MRI-CGCM2.3.2 3.2 3.01 2.97 2.77 2.87 2.48
PCM 2.1 2.08 1.88 1.94 1.88 1.90
UKMO-HadCM3 3.3 3.02 3.06 3.10 3.13 3.21
UKMO-HadGEM1 4.4 2.74 2.63 3.09 290 3.0¢°
AVERAGE 3.21 2.76 2.93 2.99 2.95 2.88

2 These climate sensitivities were estimated from the coupled model versions available in the PCMDI database, while other values in this column denote reported equilibrium climate
sensitivities of the slab-ocean model versions (Table Randall et al.2007).

b perived feedback constant using a default 3.7 Wmalue for forcing at doubled C£concentrations, given that mpQ,,, value was available (see Table 2Rafrster and Taylor

2006.

¢ Note that these calibrations Il and Ill include a non-zero sensitivity parargefatroducing a dependency of the sensitivity onto forcing. The effective climate sensitivity S
therefore increases for forcings higher than twice pre-industrigl @@centrationsA 0,,) and decreases for lower forcings.

(SRES and COMMIT) were on average slightly overesti-5 Calibrating MAGICC to carbon cycle models

mated, and/or, if forcings in the idealized g€cenarios are

underestimated. However, the potential over- or underestiThe following section (Sec6.1) details the procedures for
mations of forcings vary from AOGCM to AOGCM: in five calibrating the MAGICC carbon cycle to ten of the eleven
out of the nineteen AOGCMs, multi-forcing runs are em- carbon cycle models that took part in théNIP intercom-
ulated warmer than the idealized scenarios, in contrast tgarison projectRriedlingstein et a).2006. Subsectiorb.2
seven AOGCMs, where idealized @Only emulations are  provides the respective calibration results.

warmer (see Figbf).

5.1 Carbon cycle calibrating procedure

MAGICC's carbon cycle model (see Fi§2) was calibrated
in two steps. First, the climate sensitivith{>«) for each
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of the C*MIP models was derived by prescribing each mod- model. This particular two-part scaling of the impulse re-
els’ CO, concentrations (for runs that included temperaturesponse function has been chosen to allow a linear scaling
feedbacks on the carbon cycle) and calibrating MAGICC’s over medium and long timescales (cf. Fig. 7bJoos et al.
climate sensitivity (using default MAGICC settings for other 1996, while ensuring a continuous impulse response func-
parameters) to obtain optimal (least squares) agreement wittion from year zero onwards.
the C'MIP temperature projection (see Talid). The cali- The calibrated terrestrial carbon cycle model parameters
bration period was the full period over which data were avail- determine the flux partitioning inside MAGICC; namely, the
able, i.e., from model-specific starting years between 1768raction of the plant box flux. going to the detritus box
and 1901 until 2100. Subsequently, MAGICC's main carbon(¢y), and the fraction of the detritus box outbound flux
cycle parameters were adjusted in order to optimally matchQ going to the soil box @s). Comparison with the no-
the C*MIP model-specific carbon fluxes and pool sizes for feedback runs allowed estimation of the fertilization param-
both the feedback and non-feedback cases (a total of 14 timeetersg,, and 8;, wherep,, refers to whether a standard log-
series). arithmic formulation for fertilization is useds(,=1.0), or
The initial MAGICC carbon fluxes were obtained from the the rectangular hyperbolic formulatiofi,{=2.0), or any lin-
available ¢MIP datasets, specifically the net primary pro- ear combination of these two formulations(% 3, <2.0),
ductivity (NPRyj) and total heterotrophic respiratiop (Rini cf. Wigley (2000. B denotes the fertilization factor itself
comprisingR, Q, andU). A partitioning (5:95) is assumed (see SectAl.1, Eq. A15 and Eq.A20). The temperature
across all models for the initial carbon pool sizes of the de-feedback parametets of the carbon fluxes NPR? andU
tritus (Dini), and soil box §ini), as only the aggregated dead (cf. Fig. A2) were estimated by matching the difference be-
carbon pool is provided for the'®IP models. GMIP’s ini- tween the with-feedback and no-feedback runs.
tial living carbon pool is equated to MAGICC's plan®i;)
carbon pool. The start year for fertilization and temperature5.2 Carbon cycle calibration results
effects has been assumed to be the first year of the available
C*MIP dataseries (first model years ranging from 1765 toMAGICC has been successfully calibrated against ten of the
1901; see Tablg4.) C*MIP carbon cycle models, as shown for atmospheric con-
Using these initial conditions for carbon fluxes and pools, centrations under the SRES A2 scenario (Fdg.and for
13 MAGICC carbon cycle parameters were calibrated. Theall 14 available carbon pool and flux timeseries (Fig).
semi-automatic procedure involves 2000 randomly drawnSee also Tabl@®4 for calibrated parameters. “®IIP used
parameter sets, each run once for the coupled (i.e., includ€O, emissions in line with the illustrative SRES A2 sce-
ing temperature feedbacks) and once for the uncoupled (exdario and treated net land-use emissions as lumped together
cluding temperature feedbacks) scenarios. The 'best matchwith fossil and industrial sources, i.e., without taking into
parameter set was then chosen as initialization to an autoaccount changes in biospheric carbon pools due to deforesta-
mated optimization procedure that fulfils a pre-selected ertion. Given that not all &MIP models used exactly the same
ror tolerance criterion after approximately another 1000 iter-emissions, we used the model-specific emission timeseries
ations. By adjusting the 13 MAGICC parameters, the pro-for the calibration. The overall range acros$MIP mod-
cedure minimizes the weighted least-squares differences beels of 2100 CQ concentrations (732 to 1025 ppm) is well
tween MAGICC and 14 available time series; namely, thematched by the emulations (732 ppm to 1012 ppm). For these
air-to-land, air-to-ocean, Net Primary Production (NPP), andwith-feedback cases, differences in 2100 range betweh
heterotrophic respiration®, Q, andU) fluxes, as well as and +2ppm (RMSE =10 ppm) for individual models. The
the living and dead carbon pools and £€bncentrations match with the IPSL CM2C model in the with-feedback case
for both the with-feedback and no-feedback runs. See Ap-s the least optimal (see TabBs). Over 2000 to 2100, the
pendixB for details. RMSE, averaged across all models, is very small, 3.5 ppm.
The three ocean carbon cycle parameters involved in thé-or the no-feedback case, i.e., the runs in which the car-
calibration are: a) the CfOgas exchange rate k (yt) bon cycle did not see changes in the climate, differences be-
between the atmosphere and the upper mixed ocean laydween emulations and thé'®IP results range betweenl5
(Eg. A22); b) the temperature sensitivityr of the sea  and +15ppm for concentrations in 2100 (RMSE =9 ppm, not
surface partial pressure (see E&R7); c¢) a scaling fac- shown in TableB4).
tor y to scale the impulse response functighfor the The additional uncertainty introduced by the emulations
inorganic carbon perturbation in the mixed layer (so thatis more than an order of magnitude smaller than thkII®
ri=yr;/(yr/+(1—r/)) for times lower than one year and a inter-model spread. The average error (RMSE) introduced
constant scaling factop’=(r,—1/r,_,) for longer response if one model's CQ concentration (with-feedback case)
times, i.e.;y=y’r] for t>1. The transition year for the scal- were simply approximated by another carbon cycle model's
ing factor is chosen to match the transition time betweenprojection is 38.4ppm over 2000 to 2100 (cf. 3.5ppm
the initial polynomial and subsequent exponential expressiorfor the emulations) and 128 ppm for 2100 concentrations
in the impulse response function representing the 3D-GFDL(cf. 10 ppm for the emulations). While the optimization
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Fig. 6. Atmospheric CQ concentrations from 2000 to 2100 comparinﬁMIP carbon cycle model results (dashed) with the calibrated
MAGICCS6 (solid) model. Shown are the coupled (including climate feedbacks, red lines) and uncoupled (excluding climate feedbacks, blue
lines) runs for the anthropogenic @G@missions based on the IPCC SRES A2 scenario. Se8#&ig.AppendixB for comparisons between
emulations and #MIP models of other carbon fluxes and pools.

procedure placed the largest weights on fitting atmospheridor example, nitrogen fertilization, modeling of fire regimes,
CO;, concentrations, the six other availabléMIP time se-  ocean circulation and chemistry, etc.

ries, namely the terrestrial C-uptake, oceanic C-uptake, Net A gecond limitation arises from the incomplete quantita-
Primary Production (NPP), terrestrial living C-pool, terres- tj,a knowledge of the forcings, including the forcing pat-
trial dead C-pool and the total respiration were also We”terns, that each AOGCM was subject to, which limits our
matched for each model (see Fggand Fig.B4). ability to correctly extract the characteristic AOGCM re-
sponses to those forcings. A consequence of this is that cal-
ibrations, even if perfect, may over- or under-estimate the
6 Discussion of MAGICC emulation limitations and climate response of an AOGCM under a given forcing de-
justification for time-varying climate sensitivities pending on whether the estimated forcing is more or less
than the actual AOGCM forcing. Suppose, for example, that
This section briefly summarizes some limitations that shouldan AOGCM includes the first indirect aerosol effect result-

be kept in mind when using the emulation results (S&d). ing in an effective radiative forcing 0£0.4 Wn12 by 2005

A possible alternative to emulating apparent time-varyingrelative to 1750, and that MAGICC attempts to emulate this

climate sensitivities is briefly discussed (SéxcR). AOGCM using the IPCC AR4 best-estimate effective forcing
of —0.7 Wnm 2. MAGICC will then underestimate the tem-

6.1 Limitations perature response of that AOGCM over the historical period,

if the climate sensitivity were not adjusted upwards. The
Firstly, limitations arise in the original AOGCM and*®IIP calibrated MAGICC sensitivity would then be too high. In
models themselves. Even if an emulation technique werdhe absence of detailed model-specific forcing information,
able to perfectly match the mean responses over a wide rangbere is no solution to this problem. Use of the indepen-
of scenarios, emulations can not mimic the ‘real world’ any dently derived forcings from F&T does not solve this prob-
better than the original models. Clearly, there are still sig-lem, because these authors had to assume a climate sensi-
nificant developments to be expected in the realism of soméivity for each model in order to back out the forcings from
aspects of both climate and carbon cycle models. The currertemperature and heat-uptake time series. Their forcing re-
carbon cycle models face substantial uncertainties, related tgults are thus naturally dependent on the assumed climate
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sensitivities. This would lead to a somewhat circular analy-radiative flux at the top of the atmosphere, if the former data
sis, if MAGICC attempted to back out the climate sensitivity were not available, introducing small errors due to the effect
using these forcings. of the land and cryosphere heat uptake.

Thirdly, there are uncertainties as to how AOGCM and Finally, there is the limitation that MAGICC is a simple
carbon cycle models would behave for scenarios outside thenodel with a high level of parameterization. For example,
tested range. Although the SRES A2 AOGCM response wasn the C*MIP carbon cycle calibration procedure the global-
successfully emulated without having been used for calibramean temperature is taken as the proxy for changes in the
tion, the extrapolation of the calibration results to other emis-patterns of temperature, precipitation, cloudiness etc., which
sions scenarios faces inherent uncertainties. This is eveare the actual driving forces in more sophisticated carbon cy-
more important for the €MIP intercomparison, which was cle models as well as in the real world. The skill of the em-
constrained to assessment of a single emissions scenarialations suggests that this is a reasonable approximation, at
SRES A2, and was limited to the period up to 2100 only. least for the assessed scenario.

There are still considerable uncertainties in how the carbon

cycle might react to, for example, peaking scenarios with in-6.2  Forcing adjustments as an alternative approach to
creasing, then decreasing radiative temperatures and/or con-  time-variable climate sensitivity

centrations, and in long-term responses beyond 2100. Nev-

ertheless, the choice of a relatively medium-high emissionsThis subsection discusses a potential alternative approach
scenario SRES A2 was useful, as it somewhat constrains tht® explain and emulate phenomena currently represented
upper bound on the likely strength of the carbon cycle feed-by time-varying climate sensitivities. A number of recent
backs during at least the 21st century. Future intercomparistudies suggest that there are relatively fast forcing adjust-
son projects would benefit from using a wider range of low ments following an increase in GQdorcing (Andrews and
and high emissions scenarios. While calibrations {M® Forster 2008 Gregory and Webb2008 Williams et al,
have this limitation, we note that earlier (but similar) versions 2008 Doutriaux-Boucher et al2009. Time-varying sen-

of MAGICC have successfully emulated other carbon cyclesitivities might therefore be considered 'an artefact of using
models over a wide range of scenarigdidley et al, 2007). conventional forcings’Williams et al, 2008.

Fourthly, MAGICCS6, by virtue of its model structure, Part of the debate may be a terminology issue, i.e., defin-
must be limited to a subspace of the possible climate and caiihg what is a forcing and what is regarded as a feedback.
bon cycle responses. However, the model-by-model comparFor example, cloud effects may follow tropospheric temper-
isons of key variables between the emulations and the origiature and lapse rate adjustments, before noticeable changes
nal AOGCM and GMIP data did not reveal any major struc- are apparent in surface temperatures, and the question is:
tural biases or limitations in MAGICCS6 (see Fidgl, B2, B3 are these to be regarded as an indirect forcing effect or a
andB4). This gives some confidence in applying MAGICC feedback? Assuming that forcings and feedbacks could be
over a wide range of scenarios. Nevertheless, structural limfreely redefined, then estimating a forcing value by regress-
itations might become apparent when attempting to emulaténg surface temperature changes against the top of the at-
new scenarios outside the calibrated range. mosphere radiative imbaland@regory et al.2004) will, by

Fifthly, MAGICC is limited to emulating temperature construction, lead to a less time-variant diagnosed feedback
changes (and closely related variables such as oceanic hep@rameter. However, a constant feedback that works well for
uptake or thermal expansion). Precipitation changes, for exmedium to longer-time scales may come at the cost of not
ample, are not modeled in MAGICC, even though we rec-being able to emulate sufficiently well the first decades of
ognize that these are an important driver of climate changelimate response. In this respedfilliams et al.(2008 pro-
impacts. It is possible to extend MAGICC results using, pose a time-varying forcing adjustment function, G, to emu-
for example, a pattern scaling approa8aiter et a).199Q late the initial response more closely, if the feedback param-
Mitchell, 2003 to obtain projections of the spatial patterns eter is assumed constant. Thus, although having gained the
of temperature, sea-level pressure and precipitation, as iadvantage of a simplified representation for longer-term ide-
the MAGICC/SCENGEN softwareNigley, 2008 available  alized stabilization scenarios, emulating the response to more
here: www.cgd.ucar.edu/cas/wigley/magicc/). Future develrealistic scenarios with changing forcings might be equally
opments might refine and extend the capability to emulatecumbersome. Given that these forcing adjustments seem to
variables of interest for global change analysis (see, e.g.be highly model-dependent (see e.g. Table 2\ifliams
Frieler et al, 2011). et al, 2008, the theoretical beauty of distinguishing be-

Sixthly, the calibration procedure itself is subject to limi- tween model-independent forcing and AOGCM-dependent
tations. For example, due to the complexity of the AOGCM feedbacks and inertia parameters is lost.
data, there may be errors in the data used for calibration Of practical importance is whether alternative parameter-
(see the example noted above for the ECHO-G data irizations will lead to improved emulation skill. Parameter-
Sect4.2.4). Furthermore, for ocean heat uptake data we usedzations based on short-term forcing adjustments could for
both the net integrated ocean heat uptake as well as the totakample have substantial advantages, if they strongly differ
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among forcing agents. Rather than taking into account efthe 21st century are roughk30% to +40% — in line with
ficacies of the conventional forcings (as this study does)the asymmetric shape of the40% to +60% expert judge-
one could take any fast semi-direct and indirect forcing ad-ment based on multiple lines of evidence (ghutti et al,
justments explicitly into account. However, if time-varying 2008 Meehl et al, 2007. In comparison, the errors intro-
climate sensitivities can be adequately calibrated in simpleduced by the emulations are substantially smaller, i.e. below
models across a range of scenarios, then the emulation ski.2% for the multi-model mean and, on average, 7% for the
for the climate response would be no worse in comparisorindividual AOGCM models.
to an approach where fast forcing adjustments are taken into Similarly, emulations for the €MIP carbon cycle mod-
account, but with assumed constant climate sensitivity. Inels were able to closely reproduce carbon pools, fluxes and
reality, both fast forcing adjustments and time-varying or atmospheric C@ concentrations. When climate feedbacks
climate-state dependent feedbacks will be at play and moren the carbon cycle are included, MAGICC6 emulates 2100
research is needed to gain a better understanding of the<eO, concentrations for individual ®1IP models with a
phenomena. 10 ppm deviation (RMSE), which is more than an order of
Recently, Doutriaux-Boucher et al(2009 pointed to a  magnitude smaller than the inter-model range of variation
possible indirect forcing mechanism that is specific toCO (128 ppm RMSE). Thus, MAGICCE6 is well suited for em-
namely, the physiological response to increased @fdcen-  ulating both AOGCM and carbon cycle model responses for
tration by plants via stomatal conductance changes leading variety of research purposes.
to a CQ forcing enhancement of roughly 10%. This is be-  In addition, a simple model can help us to understand the
cause the resulting reduced evaporation over land areas (ibehavior of and differences between AOGCMs. For exam-
their analysis) induces a reduction in low cloud cover, which ple, MAGICC6 has shown here, confirming earlier studies,
then has the forcing effect. If this is found to be a realistic that the effective climate sensitivity varies over time in many
effect, future versions of MAGICC will attempt to include it AOGCMs when conventional forcing definitions are used.
explicitly. Possible alternative interpretations of AOGCM responses by
We anticipate that further studies into the fast and longer-relatively fast forcing adjustments are briefly discussed (see
term forcing adjustments will help to refine the optimal pa- Sect.6.2). As a specific example, we have shown that sensi-
rameterizations required to emulate AOGCMs in the future. tivity estimates based on only the first 70 years of idealized
1% scenarios may be unrepresentative of longer time peri-
ods. We have also demonstrated that equilibrium sensitivities
7 Conclusions based on slab ocean versions of specific AOGCMs can differ
noticeably from effective sensitivities derived from transient
In the preparation of the IPCC ARA4, various resource con-experiments (see Tabi.
straints meant that only limited inter-model comparisons and  |n summary, simple coupled gas-cycle/climate models like
syntheses were possible, both for AOGCMs and carbon cypmAGICCS, provided they are properly calibrated over a wide
cle models. The question arises, therefore, as to how to makgynge of emissions scenarios against more complex climate
best use of a limited number of climate and carbon cycleand gas cycle models, serve as useful tools for the analysis,
model data sets, particularly with regard to their applicationextension and synthesis of the results from large model inter-
to a wider range of emissions scenarios. A carefully cali-comparison exercises. Furthermore, simple coupled models
brated model of lower CompleXity, which accounts realisti- allow us to greaﬂy expand the range of emissions scenar-
cally for key earth system components, and which is suffi-jos that can be assessed by gas-cycle/AOGCMs, primarily
Ciently flexible to emulate the Iarge-scale results of more SOhecause of the h|gh Computationa| demands of the Comp|ex
phisticated models, is likely the most appropriate way. Thusmodels. Scientists, policy analysts and decision makers in-
a simple coupled gas-cycle/climate model can function as aolved in the study and assessment of climate impacts, and
elaborate interp()lation and (to a limited eXtent) eXtrapOIationadaptation and m|t|gat|0n Strategiesl re|y hea\/”y on phys|-
tool. cal climate system projections that go beyond single-model,
We have presented here an updated version of the simsingle-scenario studies. Emulation tools like MAGICC pro-

ple gas-cycle/climate model, MAGICC, with enhanced rep-vide an important facility of benefit to both the research and
resentations of time-varying climate sensitivities, carbonstakeholder communities.

cycle feedbacks, aerosol forcings and ocean heat uptake

characteristics. MAGICC6 has been calibrated to 19

CMIP3 AOGCMs, and has been shown to closely repro-Appendix A

duce the global-mean and hemispheric land/ocean temper-

ature changes for both idealized and SRES multi-gas emisMAGICC model description

sions scenarios. In our companion papédeinshausen et al.

2011, we show that for any given SRES emissions scenario,This appendix provides a detailed description of MAG-
inter-model uncertainties in global-mean temperatures ovetCC6 and its different modules (see Fi§l). Specifically,
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Fig. Al. Schematic overview of MAGICC calculations showing the key steps from emissions to global and hemispheric climate responses.
Black circled numbers denote the sections in the Appendix describing the respective algorithms used.

Carbon Cycle Climate Interactions

MAGICC - Terrestrial Carbon Cycle MAGICC6 has been re-coded in Fortran95, updated from
previous Fortran77 versions. It should be noted that nearly
Atmosphere ® all of the MAGICCS6 code is directly based on the earlier
co2_ATMOS_po0L MAGICC versions programmed by Wigley and RapE9§7,
1992 2001).

NPP

Al The Carbon cycle

Living Plants ® A change in atmospheric GQconcentration,C, is deter-
02 PLANT_POOL Darase | mined by CQ emissions from fossil and industrial sources

(FEfosg), other directly human-induced G@missions from
H or removals to the terrestrial biospher®,), the contribu-

9.NPP
g, NPP

oL

Production

Heterotrophic Respiration

tion from oxidized methane of fossil fuel origiE{cH,), the

; flux due to ocean carbon uptakéyt,) and the net carbon

k ‘ W Detritus e uptake or release by the terrestrial biosphdrg.) due to
CO; fertilization and climate feedbacks. As in théNIIP

Gross-Deforestation

CO2_DETRITUS_POOL

Litter

generation of carbon cycle models, no nitrogen or sulphur

- H deposition effects on biospheric carbon uptake are included
here Thornton et al.2009. Hence, the budget EgAL) for

a change in atmospheric GOoncentrations is:

s
Dllanduse

Soil ©®
€02_50IL_POOL
A

C
A_t = Efosst+ Elu+ EfCH4 — Focn— Frerr (Al)

Fig. A2. The terrestrial carbon cycle component in MAGICC with
its carbon pools and carbon fluxes. For description of the pools an
fluxes, including the treatment of temperature feedbacks ang CO
fertilization, see SecAAl.1.

L1 Terrestrial carbon cycle

The terrestrial carbon cycle follows that Wigley (1993,

in turn is based omlarvey(1989. It is modeled with three
boxes, one living plant bo¥ (see Fig.A2) and two dead
biomass boxes, of which one is for detritus H and one for
subsections describe MAGICC's carbon cycle (Sat), the  organic matter in soils. The plant box comprises woody
atmospheric-chemistry parameterizations and derivation ofmaterial, leaves/needles, grass, and roots, but does not in-
non-CQ concentrations (Secf2), radiative forcing rou-  clude the rapid turnover part of living biomass, which can be
tines (Sect.A3), and the climate module to get from ra- assumed to have a zero lifetime on the timescales of interest
diative forcing to hemispheric (land and ocean, separatelyhere (dashed extension of plant b8xn Fig. A2). Thus, a

and global-mean temperatures (Séet), as well as oceanic fraction of gross primary product (GPP) cycles through the
heat uptake. Finally, details are provided on the implementaplant box directly back to the atmosphere due to autotrophic
tion scheme for the upwelling-diffusion-entrainment oceanrespiration and can be ignored (dashed arrows). Only the
climate module (SectA5). A technical upgrade is that remaining part of GPP, namely the net primary production
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(NPP) is simulated. The NPP flux is channeled through thescales of interest, thereby preventing full regrowth to the ini-

“rapid turnover” part of the plant box and partitioned into tial statePy, Hp or Sp. A factor is used to denote the frac-

carbon fluxes to the remainder plant box (defawlt35%),  tion of gross deforestation that does not regrow {0<1).

detritus g =60%) and soil boxgs=1-g p-gp=5%). Thus, the relaxation times are made time-dependent ac-
The plant box has two decay terms, litter productioand  cording to the following equation:

a part of gross deforestaticihé’ross Litter production is par-

titioned to both the detritusply =98%) and soil boxds=1- » t o
»r=2%). Thus, the mass balance for the plant box is: ()= (Po— W/O dpEw(t")dt )/Lo (A12)
t
AP/At=gpNPP—R —L — Dos (A2)  cHy= (Ho—w / dHE|u(t’)dt’> /Qo (A13)
0
The detritus box has sources from litter productigg L) s ! o
and sinks to the atmosphere due to land usf ), non-land ()= (So—llf/O dsEw(r)dt )/UO (A14)
use related oxidationd 4), and a sink to the soil boxds).
The mass balance for the detritus box is thus Formulation for CO », fertilization
H
AH/At=gyNPP+¢yL — Q04— Qs—Djy (A3) CO; fertilization indicates the enhancement in net primary

production (NPP) due to elevated atmospherio€@ncen-
tration. As described iwigley (2000, there are two com-
mon forms used in simple models to simulate the,@til-
ization effect: (a) the logarithmic form (fertilization param-
eter 8,,=1) and (b) the rectangular hyperbolic or sigmoidal
growth function §,,=2) (see e.gGates 1985. The rectan-
gular hyperbolic formulation provides more realistic results
for both low and high concentrations so that NPP does not
rise without limit as CQ concentrations increase. Previous
MAGICC versions include both formulations, but used the
second as default. The code now allows use of a linear com-
bination of both formulations &g,,<2).

The classic logarithmic fertilization formulation calculates

The soil box has sources from litter producti@r ), the
detritus box Q) and fluxes to the atmosphere due to land
use (Dgross), and non-land use related oxidatioti){ The
mass balance for the soil box is thus

AS/At=gsNPP+¢sL+ Qs —U — Dy (A4)

The decay rates/{, Q andU) of each pool are assumed
to be proportional to pool’'s box massBs H andsS, respec-
tively. The turnover timesp, Ty andtg are determined by
the initial steady-state conditions for box sizes and fluxes.

Lo=Po/tl (A5)  the enhancement of NPP as being proportional to the loga-
H AG rithm of the change in C@concentrationg€ above the prein-
Qo= HO/TOS (AB)  gustrial levelCo:
Uo=So/1g AN fog=1+In(C/Co) (A15)

Constant relaxation times ensure that the box masses  The rectangular hyperbolic parameterization for fertiliza-
will relax back to their initial sizes if perturbed by a one-off tion is given by
land use change-related carbon release or uptake — assuming c—cC,
no changes in fertilization and temperature feedback termslV = m
This relaxation acts as an effective regrowth term so that de- b

forestationS Dgross=Dross Dérosst Diross 'epresents the _ No@+b(Co—Cr)(C—Cy) (A16)
gross land use emissions, related to net land use emissions ~ (Co—Cp)(1+b(C —Cp))
E\, by regrowthz G=G* + G + G5 whereNy is the net primary production an@} the CGQ con-

centrations at pre-industrial condition®, the concentration
value at which NPP is zero (default setting;=31 ppm, see

Y Dgross— ZG=Eyy (A8) Gifford, 1993.
Dgross_ GP =dpEy (A9) _For better_ comparal_olllty Wlth models using the !(_)ganth-
e u mic formulation, followingWigley (2000, the CQ fertiliza-
Dgross— G =dn Ew (A10)  tion factorB, expresses the NPP enhancement due to & CO
Dgross_ GS = dgEy, (A11) increase from 340 ppm to 680 ppm, valid under both formu-

lations. Thus, MAGICC first determines the NPP ratifor
Gross land-use related emissions might be smaller (coma givenp fertilization factor according to:

pared to a case where relaxatiqn_ t_imes are assumed (_:onstant) N(680)  No(1+ B,In(680/Co))

as some human land use activities, e.g. deforestation, caf™= 340, = No(1t g, In(340/Co)) (A17)

lead to persistent changes of the ecosystems over the time
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Following from herep in Eq. (A16) is determined by Al.2 Ocean carbon cycle
p— (080—Cb) —r(340-Cy) (A18)  For modeling the perturbation of ocean surface dissolved in-
(r —1)(680—C)) (340~ Cp) organic carbon, an efficient impulse response substitute for
which can in turn be used in EGAL6) to calculate the effec- the 3D-GFDL modeBarmiento et al(1992 is incorporated

tive CQ; fertilization factorfsig at timer as into MAGICC. The applied analytical representation of the
1/(Co—C))+b pulse response function is provided in Appendix A.2.2 of
Bsig(t) = [(Co=Cs) (A19)  Joos et al(1996.

L(C0H=Cp)+b The sea-to-air fluxycn is determined by the partial pres-

MAGICCE allows for an increased flexibility, as any linear gyre differential for C@ between the atmosphegeand sur-
combination between the two fertilization parameterizationsface layer of the oceanCO,

can be chosen €8,,<2), so that the effective fertilization
factor Bef is given by: Focn=k(C — pCOy) (A22)

Bet(t) = (2— Bm) Blog+ (B — 1) Bsig (A20) wherek is the globgl average gas egc_hange coeffici_ent (see
o Joos et al.2001). This exchange coefficientis here calibrated
The CG fertilization effect affects NPP so that g the individual @MIP carbon cycle models (default value
Pet=NPF/NPR,.  MAGICC’s terrestrial carbon cycle (7 66yry1). The perturbation in dissolved inorganic carbon
furthermore applies the fertilization factor to one of the i the surface ocean ©CO, () at any point t in time is ob-
heterotrophic respiration fluxesthat cycles through the de-  tained from the convolution integral of the mixed layer im-

respiration }_R=R + U, + Q) at the initial steady-state.

Temperature effect on respiration and decomposition ASCO1) = i{/tFocn(t/)” (t—1)dt')) (A23)
hA'J, y

G_Iobal-mean te.mperature increase is taken as a proxy for The impulse response function is given for the time
chmatg—related impacts on the_carbon cycIe. fl_uxgs 'ndu_cedlmmediately after the impulse injectior:0yr) by (see Ap-
by regional temperature, cloudiness or precipitation regime . .
. «..pendix A.2.4 ofJoos et a|.1996:
changes. Those impacts are commonly referred to as “cli-
mate feedbacks on the carbon cycle”, or simply, “carbon cy-
cle feedbacks”. Here, the terrestrial carbon fluxes NPP, ang (1) = 1.0—2.2617 + 14.0022 — 48,7703
the heterotrophic respiration/decomposition flukeg and 1829864 67.5275+21.037° (A24)
U are scaled assuming an exponential relationship, i ' i

and fort>1 year is given by:

Fi(t) = F(1)-exp(o; AT (1)) (A21)

6
| ro(t) = o Tit A25
whereAT (1) is the temperature above a reference year level, ’ ;y’ (A29)

e.g. for 1990 or 1900, an#/ (F;) stands for the (feedback-

adjusted) fluxesIPP, R, 0 andU/. The parameters; (K—) with the partitioningy and relaxatiorr coefficients:

are their respective sensitivities to temperature changes. In 0.01481 0

order to model the actual change ¢m and U, the relax- 0.70367 1/0.70177

ation timest for the detritus and soil pool are adjusted, 0.24966 1/2.3488

respectively. Land use GOemissions in many emissions Y= 0.066485|' "~ 1/15.281 (A26)
scenarios (e.g. SRESNakicenovic and Swart2000 re- 0.038344 1/65.359

flect the net directly human-induced emissions. At each 0.019439 1/34755

time-step, the gross land use emissions are subtracted from The relationship between the perturbation to dissolved in-

the plant, detritus and soil carbon pools. The dn‘ferenceOrganic carbomA =CO,(7) and ocean surface partial pres-

between net and gross land use emissions is the LG;tQ suresApCOy(To) (expressed in ppm gratm) at the prein-
take due to regrowth. Thus, a separation between directly ! S :
) ) o .~ dustrial temperature levdly is given by Eq. A23) in Joos
human-induced (deforestation-related) emissions and indi- o
. et al.(2001). Furthermore, the temperature-sensitivity effect

rectly human-induced effects (regrowth) on the carbon cycle " ; .
. . > -on CQ solubility and hence oceanic carbon uptake is param-
is required. As both regrowth and the temperature sensitivity , ~ ; . : .
L . eterized with a simple exponential expression. The modeled

are modeled by adjusting the turnover times, a no-feedback

case is computed separately, retrieving the regrowth, theh artial pressur@ COy(7) increases with sea surface temper-

calculating the feedback-case including the formerly calcu-atures according to:
lated regrowth. pCO(t) =[pCOx(t0) + ApCO(To)|eXplar AT) (A7)
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wherear (defaultar=0.0423 K1) is the sensitivity of the Approximating the temperature sensitivity of the net ef-
sea surface partial pressure to changes in temperauffg ( fect of tropospheric chemical reaction rates, the tropospheric
away from the preindustrial level (see E&R4 in Joos etal.  lifetime of CH, is adjusted:

2001, based orTakahashi et a11993. o
TCH4 tropos
A2 Non-CO, concentrations TCHy,tropos= g (A32)
CH4 tropos+STCH AT
4

CH4 tropos

This section provides the formulas used to convert emis-
sions to concentrations, while Seét3 provides details on  \yhere Stony is the temperature sensitivity coefficient (de-

the derivation of radiative forcings. fault Sten, =3.16e-2C 1) andAT is the temperature change

A2.1 Methane above a user-definable year, e.g. 1990.

Natural emissions of methane are inferred by balancing théo‘z'2 Nitrous oxide

budget for a user-defined historical period, e.g. from 1980 As for methane, natural nitrous oxide emissions are esti-

1990, so that mated by a budget EqA28. For nitrous oxide however,
=0(ACy— Cy /T01) — Eg —E} (A28) thg average concentratiod%=C, 3 are taken for a period

shifted by 3 years to account for a three year delay of trans-

where EZ, Eé and Eg are the average natural, fossil and port of tropospheric BO to the main stratospheric sink. The

land use related emissions, respectivélys the conversion  feedback of the atmospheric burdeg,g of nitrous oxide on

factor between atmospheric concentrations and mass loadts own lifetime is approximated by:

ings. Cy (and ACy) are the average (annual changes in) C

concentrations. The net atmospheric lifetimg in the case  ty,0= TNZO( gzo)stzO (A33)

of methane consists of the atmospheric chemical lifetime CNZO

and lifetimes that characterize the soil and other (e.g. strato-

spheric) sink components according to where § , is the sensitivity coefficient (default

Sry,0=—5€-2) and the superscript®™ indicates a pre-
i — 1 + i + 1 (A29) industrial reference state.
Ttot  Ttropos Tsoil  Tother

. . A2.3 Tropospheric aerosols
The feedback of methane on tropospheric OH and its own

lifetime follows the results of the OxComp work (tropo- Due to their short atmospheric residence time, changes in
spheric oxidant model comparison) (deehalt et al. 2001,  hemispheric abundances of aerosols are approximated by
in particular Table 4.11), which provides simple parame-changes in their hemispheric emissions. Historical emissions
terizations for simulating complex three-dimensional atmo-of tropospheric aerosols are extended into the future either
spheric chemistry models. As default, tropospheric OHpy emissions scenarios ($ONOx, CO) or, if scenario data
abundances are assumed to decrease by 0.32% for every 18e not available, with proxy emissions, e.g. using CO as a
increase in Chl. The change in tropospheric OH abundancesproxy emission for OC and BC. As with many other emis-
is thus modeled as: sions scenarios, the harmonized IPCC SRES scenarios do

not provide black (BC) and organic carbon (OC) emissions.

Hence, variouad-hocscaling approaches have been applied,

Aln(tropOH) = 531}, Aln(CHa) often scaling BC and OC synchronousljakemura et a).

+S ENOX+ScoEco+580cEVOC (A30) 2006, sometimes linearly with C®emissions. The MES-

SAGE emissions scenario modeling group is one of the few
where SO is the sensitivity of tropospheric OH towards explicitly including BC and OC emissions in their multi-gas
CHa, NOx, CO and VOC, with default values 6£0.32, emissions scenarioR&o et al, 2005 Rao and Riahi2006).
+0.0042,—1.05e-4 and-3.15e-4, respectively. Increases in By analyzing MESSAGE scenarios, a scaling factor was de-
tropospheric OH abundances decrease the tropospheric lifgived for this study in relation to carbon monoxide emissions
time v/ of methane (default 9.6yrs), which is approxi- (CO), varying linearly in time to 0.4 by 2100 relative to cur-
mated as a simple exponential relationship rent BC/CO or OC/CO emission ratios.

In(tropO
fCH4 tropos™ fCH4 tropos XpA n(ropoOR (A31) A2.4 Halernated gases

The derivation of concentrations of halogenated gases con-
trolled under either the Kyoto or Montreal Protocol assumes
time-variable lifetimes. The net atmospheric lifetimeof
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each halogenated gas is calculated by summing the invers&3.2 Methane and nitrous oxide

lifetimes related to stratospheric, OH-related and other sinks.

Stratospheric lifetimes are assumed to decrease 15% per ddlethane and nitrous oxide have overlapping absorption
gree of global mean surface temperature warming, due to aRands so that higher concentrations of one gas will reduce
increased Brewer-Dobson Circu|atioa|_(tchart and Scaife the effective absorption by the other and vice versa. This is
2001). Tropospheric OH-related losses are scaled by paramteflected in the standard simplified expression for methane
eterized changes in OH-abundances, matching the respectiyd nitrous oxide forcingh OQcra and A Onzo, respectively
changes in the lifetime of methane. The concentratipn ~ (seeRamaswamy et 812001 Myhre et al, 1998:

for the beginning of each yearis updated, using a central

differencing formulation, according to: AQcH, = aCH4(m_ COCH4)
B . — f(Ceny. CR,0) —F(Ce4,-CR,0) (A37)

Crari=tiEy ’:;TLI_ A—e)+Cri(l—e®) (A39) A QN0 =an0(/Cio— /o)
— f(C2p,-Cny0) — F(C,- CRL0) (A38)

wherekE, ; is the average emissions of gaghrough year, ) )
C,.; the atmospheric concentration of ga@ yeart, pam where the overlap is captured by the function
the average density of aiaim the total mass of the atmo- MN

0.75
sphere {renberth and Guillempfi994), andu; is the mass JM,N) =0.47In(1+0.6356 106)
per mol of gas. For hydrogenated halocarbons, the tropo- M MN
spheric OH-related lifetimes are assumed to vary in propor- +0.007ﬁ(ﬁ)1'52) (A39)

tion to the changes in methane lifetime. . . . .
I gest et with M and N being CH and NbO concentrations in ppb.

For methane, an additional forcing factor due to methane-
induced enhancement of stratospheric water vapor content is
. . N o included. This enhancement is assumed to be proportional to
The following section highlights the key parameterizations (default =15%) the “pure” methane radiative forcing, i.e.,

_used for est|mat|n_g the radiative forcing due tc_> human'Withoutsubtraction of MO absorption band overlaps:
induced changes in greenhouse gas concentrations, tropo-

spheric ozone and aerosols. The radiative forcing applied in, stratoH20 0
g . A = VCcH, —+/Céy ). A40
MAGICC is in general the forcing at tropopause level after Qch, Pack,(vCen, CHy) (A40)
stratospheric temperature adjustment. Efficacies of the forcaz 3 Tropospheric ozone

ings, as discussed hbyansen et al(2005 andMeehl et al.

A3 Radiative forcing

(2007 can be applied. From the tropospheric ozone precursor emissions and fol-
lowing the updated parameterizations of OxComp as given
A3.1 Carbon dioxide in footnote a of Table 4.11 ikhhalt et al(2001), the change

in hemispheric tropospheric ozone concentrations (in DU) is
Taking into account the “saturation” effect of G@brcing, parameterized as:
i.e., the decreasing forcing efficiency for a unit increases of Os
CO, concentrations with higher background concentrations, A(trop03)=SCH4Aln(CH4)
the first IPCC Assessmertliine et al. 1990 presented the . O%XENOx+58?c’)ECO+S\?éCEVOC (A41)
simplified expression of the form:

whereSf?3 are the respective sensitivity coefficients of tro-
AQco, =aco,IN(C/Cop) (A35) pospheric ozone to methane concentrations and precur-

sor emissions. The radiative forcing is then approxi-
where AQco, is the adjusted radiative forcing by GO mated by a linear abundance to forcing relationship so that
(Wm~—2?) for a CQ, concentrationC (ppm) above the pre- A Quopo;=Cropo3A (tropQs) with aropozbeing the radiative
industrial concentration € (278 ppm). This expression efficiency factor (default 0.042).
proved to be a good approximation, although the scaling pa-
rameteraco, has since been updated to a best-estimate of\3-4 Halogenated gases
5.35 Wnrt2 (:% Wm~2) (Myhre et al, 1999, used as
default in MAGICC. When applying AOGCM-specific GO
forcing, aco, is set to:

The global-mean radiative forcinghQ,; of halogenated
gases is simply derived from their atmospheric concentra-
tions C (SectA2.4) and radiative efficiencieg; (following
Ehhalt et al, 2001, Table 4.11).

_ A Q2><
aco, = oo (A36)

AQ; i =0i(Cri—Co;) (A42)
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The land-ocean forcing contrast in each hemisphere foraerosol indirect effects related to albedavpmey, 1977 in
halogenated gases is assumed to follow thetdamesen etal.  a reference year. The second indirect effect on cloud cover
(2005 estimated for CFC-11. The hemispheric forcing con- changes Albrecht 1989 is modeled equivalently — using
trast is dependent on the lifetime of the gas. For short-liveda reference year patterrcf?;. The respective default pat-
gases £1yr) the hemispheric forcing contrast is assumedterns are derived from data displayed in Fig. 13Hafhsen
to equal the time-variable hemispheric emission ratio. Foret al. (2005. The scaling factor allows one to specify a
longer lived gases (defaut8yrs), the hemispheric forcing global-mean first or second indirect forcing for a specific ref-
contrast is assumed to equal the one from CFC-11 with lin-erence year. The time-variable number concentrations of sol-
ear scaling in between these two approaches for gases withable aerosols Y; relative to their pre-industrial level in each

medium lifetime. hemisphere Rll. are normed to unity in that reference year.
] This is done separately for sulfates, nitrates, black carbon
A3.5 Stratospheric ozone and organic carbon. For the latter, the differential solubility

Depletion of the stratospheric ozone layer causes a negativf{a;Om industrial (fossil fuel) and biomass burning sources is
global-mean radiative forcing 0, The depletion and hence ken into account (default solubility ratio 0.6/0.8)ansen

radiative forcing is assumed to be dependent on the equiva?t al, 2009. The default contribution shares,vof the in-
. . : . ~dividual aerosol types g to the indirect aerosol effect were
lent effective stratospheric chlorine (EESC) concentrat|onsassigned to reflect the preliminary results gnsen et al.
as follows: (2005, namely 36% for sulfates, 36% for organic carbon,
AQ; =n1(n2 x AEESG)"3 (A43) 23% for nitrates and 5% for black carbon. Note, however,
) o ) that these estimates of the importance of non-SOx aerosol
where, is a sensitivity scaling factor (defaw4.49e-  contributions are very uncertain, not least because the sol-
4Wm‘2_), AEESG the EESC concentrations above 1980 ypility, e.g. for organic carbon and nitrates have large un-
levels (in ppb), the facton, equalsgg, (ppb™!) andnz is  certainties. The number concentratioNg; are here ap-
the sensitivity exponent (default 1.7). proximated by historical optical thickness estimates (as pro-
EESC concentrations are derived from the modeled conyjigeq onhttp:/data.giss.nasa.gov/efficasge as well Sup-
centrations of 16 ozone depleting substances controlled Unplement) and extrapolated into the future by scaling with
der the Montreal Protocol, their respective chlorine andhemispheric emissions. The general logarithmic relation be-
bromine atoms, fractional release factors and a bromine veryyeen number concentrations and forcing is based on the
sus chlorine ozone depletion efficiency (default 45adiel findings byWigley and Rapef1992); Wigley (19913; Gul-
etal, 1999. tepe and Isaa¢1999 and as well used irHansen et al.
A3.6 Tropospheric aerosols (2009.
A4 From forcing to temperatures: the

The direct effect of aerosols is approximated by simple lin- upwelling-diffusion climate model

ear forcing-abundance relationships for sulfate, nitrate, black

carbon and organic carbon. Time-variable hemispheric abuny, the early stages, MAGICC's climate module evolved from
dances of these short-lived aerosols are in turn approximategq simple climate model introduced bipffert et al.(1980).
by their hemispheric emissions, justifiable because of thein agicc’s atmosphere has four boxes with zero heat ca-
very short lifetimes. The ratio of direct forcing over land pacity, one over land and one over ocean for each hemi-
and ocean areas in each hemisphere is taken flamsen  gphere. The atmospheric boxes over the ocean are coupled
etal.(2003 (available atttp://data.giss.nasa.gov/efficacy/ 15 the mixed layer of the ocean hemispheres, with a set of
Specifying the direct radiative forcing patterns for one par-p_1 yertical layers below (see Figl). The heat exchange
ticular year, and knowing the hemispheric emissions in thalyetyeen the oceanic layers is driven by vertical diffusion and
year, allows us to define the future forcing as a function of ygyection. In the previous model versions, the ocean area
future emissions. _ profile is uniform with depth and the corresponding down-
The indirect radiative forcing, formerly modeled as depen-\yeljing is modeled as a stream of polar sinking water from
dent on SQ abundances only(igley, 19913, is now esti-  the top mixed layer to the bottom layer. In this study, an up-

mated by taking into account time-series of sulfate, nitrate,jated upwelling-diffusion-entrainment (UDE) ocean model

black carbon and organic carbon optical thickness: is implemented with a depth-dependent ocean area (from
N, : HadCM2). For simplicity, the following equations govern
g WeglNg,i . - T .
AQpibi =1 x Palp,i x log( NG ) (A44)  the uniform area upwelling-diffusion version of the model.
Zg WeNg.i SectionA5 provides details on the UDE algorithms.

where AQap,; is the first indirect aerosol forcing in the
four atmospheric boxes representing land and ocean ar-
eas in each hemispherey R is the four-element pattern of

Atmos. Chem. Phys., 11, 1417456 2011 www.atmos-chem-phys.net/11/1417/2011/


http://data.giss.nasa.gov/efficacy/
http://data.giss.nasa.gov/efficacy/

M. Meinshausen et al.: MAGICC6 — Part 1 1441

MAGICC - Upwelling-Diffusion Model Structure Following Wigley and Schlesingef1985), it is assumed
that the atmosphere is in equilibrium with the underlying
NH Land ocean mixed layer, so that the energy balance equation for
i Land Ko the Northern Hemispheric ocean (NO) is:
NH Ocean
%o o K. fnoroATno=  infrared outgoing flux
cean
JfNOAONO :forcing

e
A(mospher S

Laye

wied +kLo(ATnL — nATno) :land-ocean heat exchange

\/
") ) @ +knset(ATso— ATno) :hemispheric heat exch.  (A46)
LA Mixe % @
o Q ; @ X where ATyo is the surface temperature change over the
T & & L Northern Hemisphere oceam Ono the radiative forcing
s H 2 5 ﬂ<< C over that regionfno the northern ocean’s area fraction of the
° W 5 £ % N earth surfacek o the land-ocean heat exchange coefficient
Q - /V\ > [Wm~2°C~1], a heat transport enhancement fagicallow-
m 38 Q \ ing for asymmetric heat exchange between land and ocean
) A % O Moy tier Herisphere (1=u — see SectA4.2 below), kns is the hemispheric heat
L - exchange coefficientin the mixed layer. FollowiRgper and

i 40

Upwel

5
Q

Southern Hemisphere Cubasch(1996 « is a sea-ice related adjustment factor to re-
late upper ocean temperature change to surface air tempera-

Fig. ALl. The schematic structure of MAGICC's upwelling- ture change (see Se&4.5). Correspondingly, the equilib-

diffusion energy balance module with land and ocean boxes in eachjum energy balance equations for the Northern Hemisphere

hemisphere. The processes for heat transport in the ocean are deqgyg (NL), Southern Hemisphere ocean (SO) and Southern
water formation, upwelling, diffusion, and heat exchange betweenHemisphere land (SL) are:

the hemispheres. Not shown is the entrainment and the vertically

depth-dependent area of the ocean layers (seé\Rignd text).
INLALATNL = fNLAONL

A4.1 Partitioning of feedbacks +kio(nATno — ATnL) (A47)
fsoroATso = fsoAQso

In order to improve the comparability between MAGICC and
P b y +kLo(ATsL— uATso)

AOGCMs, and following earlier versions of MAGICC, we

use different feedback parameters over land and ocean. This +knsa(ATno — ATso) (A48)
requires an adjustable land to ocean warming ratio in equi- fsiAL ATs. = fsp AQsL

librium based on AOGCM results. Given that in equilibrium +hkio(WATso— ATsL) (A49)
the oceanic heat uptake is zero, the global energy balance

equation can be written as: As detailed below (Sech4.3), if the sensitivity factok is

set different from zero (see EQ51), it is possible to make
the feedback factorsin the energy balance equation depen-
AQG=2GATG = fLiLATL+ foroATo (A45)  dent on the total radiative forcing. This forcing dependence
. of the feedback factors and the heat exchange enhancement
whereAQg, i andATg are the global-mean forcing, feed- ¢4/ are newly introduced in this version of MAGICC. The
back, and temperature change, respectively. The right han llowing two sections.A4.2 andA4.2) are intended to pro-

side uses the area fractioffs feedbacks,, and mean tem- i4e poth the motivation and details of these new parameter-
perature changes\T for ocean Q) and land L). As in izations

earlier versions of MAGICC, the non-linear set of equations
that determines.p and A, for a given set of equilibrium  A42  Revised land-ocean heat exchange formulation
land-ocean warming ratiBL O (=AT./ATyp), global-mean
feedback.g, heat exchange and enhancement factarg),  This section highlights a “geometric” effect that can cause ef-
is solved by an iterative procedure involving the set of lin- fective climate sensitivities to change over time. The global-
ear Egs. A46-A49), seeking the solution fok, closestto  mean sensitivity may increase simply due to decreasing land-
L. The procedure in version 6 has been modified slightlyocean warming ratios, given that climate feedbacks over land
to take into account the time-constant radiative forcing pat-and ocean areas are different. To control the relative temper-
tern by CQ for the four boxes with hemispheric land/ocean ature changes over ocean and land, a heat transport enhance-
regions, if prescribed. ment factory is introduced. Enhancing the ocean-to-land
heat transporti(>1) has the benefit that the simple climate
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model can better simulate some characteristic AOGCM re+o 1.5xC0O») show a slightly higher sensitivity of efficacy to
sponses. In the idealized forcing runs, AOGCMSs often showforcing, i.e., 3% per WmZ.

a transient land-ocean warming ratio that slightly decreases Rather than making the efficacies dependent on forcing, an
over time, but stays above unity, combined with an increasingalternative is to make the climate sensitivity dependent on the
effective climate sensitivity in some models (see bottom rowsforcing level. This distinction, on whether to modify forcing

in Fig.B1, B2, andB3). The higher land than ocean warming or sensitivity, is not important when the climate system is at
(RLO=>1) could be achieved by a smaller feedback (greateror close to equilibrium. However, if the efficacies of the forc-
climate sensitivity) over land compared to the ocean boxesing, instead of the feedback parameters are allowed to vary
However, as the land-ocean warming ratio decreases ovewith forcing, the transient climate response after a change in
time (due to less and less ocean heat uptake towards equiercing will be slightly faster. In this MAGICC version, if
librium), so would the effective global-mean climate sensi- a forcing dependency of the sensitivity is assumed, the land
tivity in previous model versions. The method used here, toand ocean feedback parametersandi o are scaled as

allow both a RLO above unity and a non-decreasing effective

climate sensitivity, assumes that ocean temperature perturba- A Qo

tions influence the heat exchange more than land temperatu AQ2x FE(AQ—AQ2y)

(A51)

changes. This asymmetric heat exchange formulation is then A2x
given by:

where Ay, is the feedback parameterfi;%z—x) at the forc-
HXLo =kLo(ATL —nATo) (A50) ing level for twice pre-industrial CQconcéntrations. The
sensitivity factore (KW~1m?) scales the climate sensitiv-

ity in proportion to the difference of forcing away from
the model-specific “twice pre-industrial GQorcing level”

where HX o is the land-ocean heat exchange (positive in di-
rection land to ocean), is the ocean-to-land enhancement
factor andAT; and ATy are the temperature perturbations ) X X .
for the land and ocean region, respectively (cf. E46 ff.).  (AC@—A02). The 1% increase in efficacy for each addi-

Typical values foru range between 1 and 1.4 as estimatedional unit f_o_r(_:ing in Hansen’s findin%s t;anslates_into af_eed-
from calibrating the CMIP3 ensemble (see TaBB). back sens!t!v!ty factog of 0.03KW"m (assur_mng a cli-
mate sensitivityA 7o, of 3°C). Note that this scaling conven-

A4.3 Accounting for climate-state dependent feedbacks tion (Eq.A51) ensures that climate sensitivities are compa-
rable for the equilibrium warming that corresponds to twice
Some AOGCM runs indicate higher effective climate sensi-preindustrial CQ concentration levels (see Tallg
tivities for higher forcings and/or temperatures. For exam-
ple, the ECHAMS5/MPI-OM model shows an effective cli- A4.4 Efficacies
mate sensitivity of approximately 38 after stabilization at
twice pre-industrial C@ concentrations and°€ for stabi- Efficacy is defined as the ratio of global-mean tempera-
lization at quadrupled pre-industrial GOoncentrations (see ture response for a particular radiative forcing divided by
Fig. 1b — see as welRaper et a].2001; Hansen et a]2005. the global-mean temperature response for the same amount
Given that the transient land-ocean warming ratio is the samef global-mean radiative forcing induced by gCsee
for the 1pcttoX and 1pctto&k runs (see FigB1 last row),  Sect. 2.8.5 irForster et al.2007). In most cases, the effica-
the 'geometric’ effect discussed in the Se&#.2 would not  cies are different for different forcing agents because of the
explain this increase in climate sensitivity. An alternative ex- geographical and vertical distributions of the forcifgpér
planation could be that climate feedbacks are climate-stat@nd Yu 2003 Joshi et al. 2003 Hansen et al.2005. The
dependent. The assumption in the standard energy balan@ffective radiative forcing4 Q.) is the product of the stan-
Eg. (1) with a constant global feedback)( with its attendant ~ dard climate forcing4 Q,), calculated after thermal adjust-
requirement that the outgoing energy flux scales proportionment of the stratosphere, and the efficacy)(Bt is the ef-
ally with temperature change, may be an oversimplification.fective forcings that are used in the energy balance equation
For example, the slow feedback due to retreating ice-sheetfEq. 1), although both effective and standard forcings are car-
can lead to changes in the diagnosed effective sensitivities iied through in the MAGICC code. Note that this param-
AOGCNMs (see e.gRaper et a.20017) over long time-scales. eterization yields slightly faster transient climate responses
Hansen et af2005 show that the 100-year climate response compared to an approach where different climate sensitivities
in the GISS model is more sensitive to higher forcings than toare applied for each individual forcing agent (cf. Seet.3
lower or negative forcings. Hansen et al. (2005) express thisibove).
effect by increasing efficacies for increasing radiative forc- In MAGICC, forcings for some components differ by
ing. Table 1 inHansen et al(2005 suggests a gradient of hemisphere and over land and ocean. Just as for the global
roughly 1% increase in efficacy for each additional Wm  sensitivity, this, in combination with different land/ocean
(OLS-regression ofz, versusF, across the full range of feedback factors, results in MAGICCG6 exhibiting efficacies
CO, experiments), although some intervals (e.g. from 1.25different from unity for non-C@ forcing agents. In other
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words, efficacies different from unity are in part a conse-

1443

andh,, is the mixed layer’s thickness [m]. The bulk heat ca-

quence of the geometric effect described above. MAGICCpacity of the land areas i& ¢, here assumed to be zero. The
calculates these internal efficacies using reference year (dexet heat flux into the ocean below the mixed layer is denoted

fault 2005) forcing patterns. After normalizing these forcing
patterns to a global-mean 6fQ», (default 3.71 Wm?), the
internal efficacy can be determined as

(A52)

whereTefi2 IS the actual global-mean equilibrium tempera-

ture change resulting from a normalized forcing pattern andio@a

ATy, is the corresponding warming fos2CO; forcing, i.e.,

the climate sensitivity. For most forcing agents, these inter-
nal efficacies are very close to one, except for forcings with a
strong land/ocean forcing contrast, such as aerosol forcings.

For example, for direct aerosol forcing in the HadCM3 emu-
lation (calibration Ill — see TabIB3) the efficacy is 1.14. By

by Fy.
Equation A55) can then be written as:

_ NLAONL +kopaATno1

ATNL A58
SNLAL +kLo (A58)
SubstitutingA Ty in Eq. (A54) yields:
dATNo,]_
— AQNO+AoaATno 1+ Fy) =
kLo
o (AONL —ALpuaATNo1)
o 4
NL
+knsa(ATso1—ATno,1)  (AS9)

Provided we know the heat fluky into the ocean below

default, these internal efficacies are taken into account whethe mixed layer, we could now derivéATno 1/dt. The

applying prescribed efficacies, so that:

E

AQe=—=A0,

A53
Eint ( )

A4.5 The upwelling-diffusion equations

net heat fluxFy at the bottom of the mixed layer is deter-
mined by vertical heat diffusivity (diffusion coefficierk,
[cm?s1=315576"1m?yr-1]), and upwelling and down-
welling (upwelling velocityw [m yr~1]), both acting on the
perturbationsA T from the initial temperature profil@h?oyz.

If the upwelling ratew varies over time, the change in up-

The transient temperature change evolution is largely influ-welling velocity Aw’=(w’ —w®) compared to its initial state
enced by the climate system’s inertia, which in turn dependsw? is assumed to act on the initial temperature profile, so
on the nature of the heat uptake by the climate system. Théhat:

transient energy balance equations can be written as:

dATNo,l

fNo(CoT —AQONO+ A, ATno1+ Fn) =

kLo(ATnL — paATno,1) +hysa(ATsg1— ATno,1) (A54)
dATNL

JiNR(9) T AONL+ALATNL) =

kLo(uaATno1— ATne) (A55)
dATso1

fso(CaT —AQso+roaATso1+ Fs) =

kLo(ATsL — naATso1) +knsa(ATno,1 —ATso1) (A56)
dATsL

fsL(CL T AQsL+ALATs) =

kLo(naATso1— ATs) (A57)

where the adjustment facter (default 1.2) determines —
over ocean areas — the ratio of hemispheric changes in air
(ATxo) versus ocean mixed layer temperatur@siyo 1).
Based on ECHAM1/LSG analysisRéper and Cubasch
1996, this sea-ice factor was first introduced Rgper et al.
(2001 to account for the fact that the air temperature will

exhibit additional warming, because the atmosphere feels —
warmer ocean surface temperatures where sea ice retreats.

The bulk heat capacity of the mixed layer in each hemi-
spherex is fylo=fxpchn, Where p denotes the density
of seawater (1.02610°gm=3), ¢ is the specific heat ca-
pacity (0.9333 calgl°C1=4.1856<0.9333 Joulegl°C1)

www.atmos-chem-phys.net/11/1417/2011/
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= AT — AT
0.5, pc(ATno,1 NO,2)

—wpc(ATno,2—BATNO,1)
0 0
—Apr(TNo,z - TNO,sink)

Fn

(AG0)

WhereT,\ﬁ’o,Z is the initial temperature for water in layeror
in the downwelling pipe="“sink”).

Given that the top layer is assumed to be mixed, the gra-
dient of the temperature perturbations is calculated by the
difference of the perturbations divided by half the thickness
hg of the second layer (see Fig2). SubstitutingFy in
Eqg. (A59) with Eqg. (A60) and transforming the equation to
discrete time steps, yields:

dATnoa ATKJJ(S,ll_ AT\o4 _

B

A61
dt At (AeD)
1, P
g—AQNo :forcing
o
Aol i1
——AT\o1 -feedback
o
K i1 i+1 e
(ATyo1—AT\o o) .diffusion
dhm ’ ’
w' 141 141 ;
+h_(ATNo,2_ﬁATNo,1) :upwelling
m
Aw' , ,
+ = (10, — T :Variable upwelling
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koo — AL ATEY)
o No(% +AL)
k _ . .
N (ATSg 1 — AT 1) :inter-hemispheric ex.
Lo fno ’ ’
For the layers below the mixed layer£2<n-1), the tem-
perature updating is governed by diffusion (first two terms in h,
Eq.A62) and upwelling (last two terms), so that:

MAGICC - Oceanic Area and Initial Temperature Profile

:land forcing

Temperature /Area

T S g

t+1 t
ATNO,z B ATNO,z _

At -
K- +1 t+1
W(ATNo,z—l —AT\o..)

Entrainment

Downwelling

n-3

Kz t+1 t+1
—52 ATnoz = Ao v)
d n-2

t
w +1 t+1
+E(ATNO,2+1_ AT\o.,) n-1

Aw' Depth ,
(0 = T (162)

Fig. A2. The schematic oceanic area and initial temperature profiles
in MAGICC's ocean hemispheres. Diffusion driven heat transport is
modeled proportional to the vertical gradient of temperature, which
is especially high below the mixed layer.

wherer/, is zero for the layer below the mixed layer=@)
and h,; otherwise,Aw’ is the change from the initial up-
welling rate.

For the bottom layerz(=n), the downwelling term has to
be taken into account, so that:

ATIHL _ AT K identical results), given the assumed zero heat capacity of the
NO.n NOn _ 22 aqitl ATty atmosphere and land areas:
A7 =2 (Bnon-1 NO.n :
d
4 AT{q i+ fs0ATEG)
wt t t+1 AHt — 1 (fNO NO,I SO,l ¢ A65
+ BATo1 ~ AT ;pchi P + (A65)
Aw' . . . .
Jrh—w(T,f,’O sink— T o) (A63)  whereh; is the thickness of the layer, i.6x,, for the mixed
p , .

layer andh, for the others and is a small term to account
Corresponding to the temperature calculations showrfor the heat content of the polar sinking water.

here for the Northern Hemisphere ocean (NO), the equiva-

lent steps apply for the Southern Hemisphere ocean (SOYA4.7 Depth-dependent ocean with entrainment

For simplicity, the equations described above are for the

constant-depth area profile case, which MAGICC defaultsHarvey and Schneidgi985ha) introduced the upwelling-

to when the depth-dependency factois set to zero. The diffusion model with entrainment from the polar sinking wa-

detailed code for the general case with®<1 is given in  ter by varying the upwelling velocity with depth. Build-

Sect.A5. ing on the work byRaper et al(2001), MAGICCG6 also in-
cludes the option of a depth-dependent ocean area profile.
A4.6 Calculating heat uptake If the depth-dependency parameteis set to 1 (default), a

standard depth-dependent ocean area profile is assumed as
Heat uptake by the climate system can be calculated in difin HadCM2 and used iRaper et al(2001). A constant up-
ferent ways. One method is to use the global energy balanc@elling velocity is assumed and mass conservation is main-
(Eg. 1). Using the effective sensitivity as in EqA45) the  tained by “entrainment” from the downwelling pipe. With

heat uptakg”’ is estimated as: ocean area decreasing with depth and constant upwelling ve-
JH locity, the upwelling mass flux would also have to decrease
T F'=AQ" —(fLAL AT+ foro AT)) (A64) with depth. To offset this, the amount of entrainment into
t

layerz is assumed to be proportional to the decrease in area
For verification purposes MAGICC6 calculates heat up-from the top to the bottom of each layer (cf. FAg). We dif-

take in two ways, both directly (as above) and by integrat-fer from the model structures testedRgper et al(2001), by

ing heat content changes in each layer in the ocean (yieldingquating changes in the temperature of the entraining water
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to those in the downwelling pipe, namely a fractiBnde-

fault 0.2) of the mixed layer temperatu.maT;‘l1 of the pre-

1445

All terms involving AT,{lglz are collected in variablg(1) on
the left hand side. All other terms are held in variabl€l)

vious timestep in Hemisphere For a detailed description on the right hand side, so that the equation reads:

of the code, see the following Seé&5. Simple upwelling-

diffusion models can overestimate the ocean heat uptake for

higher warming scenarios when applying parameter values\7/+t1 —
calibrated to match heat uptake for lower warming scenar-
ios (see e.g. Fig. 17b inlarvey et al. 1997. To address
this, MAGICCS6 includes a warming-dependent vertical dif-

B1) 1, DD

No1= "7 A N0zt gy (A68)

with

fusivity gradient. The physical reasoning is that a strength-A(l) _ 1.0+9t0pAt)\‘OO{ ‘feedback over ocean  (A69)
ened thermal stratification and, hence, reduced vertical mix- ! o

ing leads to decreased heat uptake for higher warming. Thus,

the effective vertical diffusivity ak, ; between ocean layer +gf At K.

i andi+1 is given by:

dK;,
dT

K. i =max(Kzmin, 1—d) == (AT, 1 = AT;;H+K:)  (A66)

where K, min 0.1cn?s™1); 4; is the relative depth of the op
layer boundary with zero at the bottom of the mixed layer +6; ~ Af

and one for the top of the bottom Iayéi% is a newly in-

troduced ocean stratification coefficient specifying how the %
vertical diffusivity K; between the mixed layer 1 and layer 2 B(1) = _efm z
changes with a change in the temperature difference between

——— diffusion to layer 2
0.5h,,hy y

t
+9fAtlZ—'B :downwelling

m

kLoAr pa

— :feedback over land
Lo fNO(EE +4r)

the top/mixed and bottom ocean layer of the respective hemi- ‘

sphere at the previous timestepl (AT,@‘ll—AT;,fnl).

A5 Implementation of upwelling-diffusion-entrainment
equations

———— :diffusion from layer 2 A70
0.5h, 7 y (A70)
ba, W . :
—07 Ath— :upwelling from layer 2
m
D(1)=ATo, :previoustemp (A71)

This section details how the equations governing the+9i°pAt£AQNO :forcing ocean
%o

upwelling-diffusion-entrainment (UDE) ocean (Eg&62,

A62, A63) are implemented and modified by entrainment

ak . .
terms and depth-dependent ocean area (see?Bjg.These  +6,"PAr —> (ATéq1—ATyp 1) inter-hemis. exch.
equations represent the core of the UDE model and build on SofNo
the initial work byHoffert et al.(1980; Harvey and Schnei- kr oA
der(1985ha). +9;°pAt LoAONL :land forcing

The entrainment is here modeled so that the upwelling ve-
locity in the main column is the same in each layer. Thus, the

three area correction factors, 67 andsd", applied below
are:

eztop _ Az
- (Azt+Ay)/2
Qb — Azy1
(A1t AY)/2
Qdif _ Az+l - Az

(A1t A2
(AB7)

whereA;, is the area at the top of layeror bottom of layer

z—1 and the denominator is thus an approximation for the4® =—¢

mean area of each ocean layer.
For the mixed layer, all terms in EqA62) involving
AT,\’,JCF,ll are collected on the left hand side in varialll€l).
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Cofno (G +0p)

Aw'’

0P At
+67 -

(T 2—TY0 ;i) :Variable upwelling

For the interior layers Rz<n), i.e., all layers except

the top mixed layer and the bottom layer, the terms are re-

ordered, so that A(z) comprises the termszidi‘,{‘glz_l, B(z)

the terms erAT,flalz, C(2) the terms for T,\’f{llzJrl andD(z)
the remaining terms, according to:
D(z)

CQ@ g1 PO g

ﬁ Tt+1 t+1
NO,Z—‘,— q( )

NO,Z—lZ_A(Z) NO,Z_ A(Z)
with
1P At

— % diffusion f | A7
05t + W e diffusion from layer above (A73)

K . .
B(z)= 1.0+9§’Ath—2Z .diffusion to layer below
d
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K . .
+60:P At———=— diffusion to layer above
0.5(hq+h))ha
to w’
+6; ”Ath— :upwelling to layer above (A74)
d
ba Ko e
C(z)=—6; Ath—z .diffusion from layer below
d
w[
—GfAth— :upwelling from layer below (A75)
d

D(z) = AT, :previoustemp

Aw' . .
+Ath—(9fT,f,)o 21— 0:" T, :variable upwelling
a *

t
. w .
+0§|lfmh_ﬁAT,{1611 :entrainment
; ,

t
dif o, AW 0 vari -
+6," At——T\o sink -vVariable entrainment

- (A76)

whereh/, is zero for the layer below the mixed layer alg
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Appendix B

Calibration result details

This appendix provides additional details on the calibration
procedures and results. The results provided are the individ-
ual parameter settings for each CMIP3 AOGCM for the three
calibration procedures (see Taldleand Tables31, B2 and

B3) as well as graphical comparisons between the original
CMIP3 AOGCM data and their calibration llla emulations
(see FigsB1, B2 andB3). In addition, detailed results are
provided for the calibrations to theé*®IP carbon cycle mod-
els, the optimized MAGICC parameters, and goodness-of-fit
statistics (see TabB4 and Fig.B4).

By calibrating a simple model to more than a single data
series, some arbitrariness arises in relation to how the overall
goodness of fit is composed. In particular, fitting dataseries
with different units, like temperature (K) and ocean heat up-
take (W/nf) requires some sort of normalization to avoid the
situation where some data series are dominating the calibra-
tion result simply because they are measured with larger nu-
merical values. The normalization could be done by weight-
ing the data series by the inverse of their covariance matrix,

otherwise. For the bottom layer, the respective sum factor€ither using observational, control run or de-drifted model

A(n) for ATYEY 1, B(n) for ATYEY and D(n) for the re-
maining terms is:

B(n) D(n)
+1 +1
with

top Kz A .
A(n)=—-6, Ath—2 .diffusion from layer n-1 (A78)

d
top Kz T :
B(n)=10+6, Ath—z :diffusion to layer n-1 (A79)
d
to w!

+6, pAth— :upwelling to layer n-1

d
D(n)= ATy, :previoustemp (A80)

w! .
+0°P At —BA T\ :downwelling from top layer
p ,

Aw' . .
—GIEOpAth—T,\?O , variable upwelling
B ,

Aw'’ ; '
1P A,_h Tosink  :variable downwelling
p ,

output segments. For simplicity, a more pragmatic method
was chosen. Weights for the root mean square errors for the
available time series are chosen after a series of calibration
iterations so that the contribution of each time-series to the
overall goodness of fit is of similar magnitude, thereby avoid-
ing the possibility that a single time series might dominate
the calibration result. Although this approach is somewhat
arbitrary, we found that the calibration results were insensi-
tive to the chosen weights for different variables.

For the AOGCM calibrations, the chosen weights were 10
(heat-uptake series, WhArand 1 (temperature dataseries, K).
For calibrating to the éMIP carbon cycle models, the cho-
sen weights are as follows: 1 (global-mean surface temper-
ature, K): 25 (net air-to-land flux, GtC/yr): 100 (net air-to-
ocean flux, GtC/yr): 50 (atm. CCOroncentrations, ppm): 25
(NPP and heterotrophic respiration fluxes, GtCl/yr): 1 (plant
carbon pool, GtC): 0.5 (dead, detritus and soil carbon pools,
GtC). Note that all fitted AOGCMs and carbon cycle time
series were low-pass filtered in order to reduce the noise in-
troduced by natural variability (or the modelled part thereof),
as only the mean signal, not the variability, is simulated
by MAGICC. The low-pass filtering method followédann
(20049 and employed a pass band boundary of 1/20 cycle/yr
and roughness constraint.

Supplement related to this article is available online at:
http://www.atmos-chem-phys.net/11/1417/2011/

With these Egs.A68-A80), the ocean temperatures can 8CP-11-1417-2011-supplement.pdf
be solved consecutively from the bottom to the top layer at

each time step.
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AR4-AOGCM models:
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Scenarios: 1pctto4x SRESA1B SRESA2  SRESBI1

Fig. B1. Comparison of global-mean surface temperature (rows 1 and 2), heat uptake (rows 3, 4), effective radiative forcing (rows 5, 6),
the effective climate sensitivity (row 7) and the land-ocean warming ratio (8), between CMIP3 AOGCM models (dotted) and the calibrated
MAGICCS6 (solid) model (calibration Il with “like-with-like” AOGCM specific forcing) from 1850 to 2100. Shown are the comparisons for

the idealized C@-only scenarios (1pctto2 and 1pctto4) set to start in 1850 and the multi-forcing runs for the 20th century (20c3m), three
SRES scenarios, and the commitment run. For the multi-gas scenarios, MAGICC is driven here by the AOGCM-specific subsets of forcing
agents (see Tab®). AOGCM drift was removed by substracting the respective lowpass-filtered control run segments. Both the AOGCM
and the MAGICC temperature outputs were lowpass-filtered using a low pass boundary of 0.05 cycle/yr and roughness ddastraint (
2004). See following figures for the other CMIP3 AOGCMs emulations.
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AR4-AOGCM models:
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Fig. B2. As Fig.B1, but for another six of the 19 emulated CMIP3 AOGCMs.
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C4MIP Carbon Cycle models
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Fig. B4. Comparison of carbon cycle fluxes, pools and atmospherig @Dcentrations between*®IP carbon cycle models (dashed)

and the calibrated MAGICCS6 (solid) model. Shown are the coupled (including temperature feedbacks, red lines) and uncoupled (excluding
temperature feedbacks, blue lines) runs for the anthropogenjce@@sions based on the IPCC SRES A2 scenario. The carbon fluxes of

the C*MIP models were lowpass-filtered.
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Table B1. AOGCM calibration | results: MAGICC6 parameters required to emulate CMIP3 AOGCM models using idealized scenarios and

three calibrated parameters only. See Tdble

1451

Fixed? Calibrated parameters
AQY, £ dRp  jns ko m | ATae RLO Kz

ACGCM (2 (8151000 (D) GEO) (g0 \ (X) (o)
BCC-CM1 insufficient data
BCCR-BCM2.0 insufficient data
CCSM3 3.95 0 0 0.50 1.00 1.0p 2.35 125 1.13
CGCM3.1(T47) 3.32 0 0 0.50 1.00 1.0% 3.13 125 0.84
CGCM3.1(T63) insufficient data
CNRM-CM3 3.48 0 0 0.50 1.00 1.00 2.46 127 0.72
CSIRO-Mk3.0 3.47 0 0 0.50 1.00 1.00 2.18 124 135
ECHAMS5/MPI-OM 4.01 0 0 0.50 1.00 1.00 3.95 131 0.50
ECHO-G 3.71 0 0 0.50 1.00 1.0p 3.10 152 198
FGOALS-g1.0 3.71 0 0 0.50 1.00 1.00 2.06 123 374
GFDL-CM2.0 3.50 0 0 0.50 1.00 1.0p 241 140 0.79
GFDL-CM2.1 3.50 0 0 0.50 1.00 1.00 2.34 142 1.39
GISS-AOM insufficient data
GISS-EH 4.06 0 0 0.50 1.00 1.0p 2.84 1.20 194
GISS-ER 4.06 0 0 0.50 1.00 1.00 2.66 123 314
INM-CM3.0 3.71 0 0 0.50 1.00 1.00 2.26 130 0.59
IPSL-CM4 3.48 0 0 0.50 1.00 1.00 3.93 121 171
MIROC3.2(H) 3.14 0 0 0.50 1.00 1.00 6.03 117 0.73
MIROC3.2(M) 3.09 0 0 0.50 1.00 1.00 4.12 136 1.21
MRI-CGCM2.3.2 3.47 0 0 0.50 1.00 1.0p 2.77 122 133
PCM 3.71 0 0 0.50 1.00 1.00 1.94 132 1.16
UKMO-HadCM3 3.81 0 0.50 1.00 1.0p 3.10 135 0.65
UKMO-HadGEM1 3.78 0 0 0.50 1.00 1.00 3.09 135 0.64
AVERAGE 3.63 0.00 0.00 0.50 1.00 1.0p 2.99 129 134

2The land/ocean area fractions are assumed identical to those provided if8Bable
b |f all-sky radiative forcing data for doubled carbon dioxide concentrations was not available (cf. Table M&@lihet al, 2007, a default net (longwave+shortwave) forcing of
3.71Wnt2 following Myhre et al.(1998 has been assumed (denoted by italics).
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Table B2. AOGCM calibration Il results: MAGICC6 parameters required to emulate CMIP3 AOGCM models using idealized scenarios and
eight calibrated parameters. See Table

Fixed? \ Calibrated parameters

AQY, | ATy, £ RLO Kz e e ko ow
AOGEM Wy | K k2 000 @) ey (M W
BCC-CM1 insufficient data
BCCR-BCM2.0 insufficient data
CCSM3 3.95 2.16 71 135 136 -0.08 0.20 200 1.23
CGCM3.1(T47) 3.32 | 3.34 0 137 179 -050 0.20 200 1.32
CGCM3.1(T63) insufficient data
CNRM-CM3 3.48 2.23 75 1.19 065 -0.00 0.20 0.20 1.00
CSIRO-Mk3.0 3.47 | 2.17 0 1.05 215 -1.00 0.20 0.20 1.00
ECHAMS5/MPI-OM 4.01 3.46 75 151 062 -0.00 1.00 200 1.26
ECHO-G 3.71 3.10 0 157 270 -1.00 0.20 2.00 1.29
FGOALS-g1.0 371 | 211 0 1.00 399 -0.00 0.20 0.20 1.00
GFDL-CM2.0 3.50 2.32 34 151 088 -0.00 0.20 2.00 1.29
GFDL-CM2.1 3.50 2.19 53 155 267 -1.00 0.20 200 1.32
GISS-AOM insufficient data
GISS-EH 4.06 | 2.89 0 1.13 267 -1.00 0.20 0.20 1.34
GISS-ER 4.06 | 2.52 57 139 469 -1.00 1.66 136 1.26
INM-CM3.0 3.71 2.28 0 119 089 -1.00 0.20 0.20 1.00
IPSL-CM4 3.48 4.03 0 111 220 -0.24 0.20 0.32 1.00
MIROC3.2(H) 3.14 6.29 0 128 0.76 -0.00 0.20 200 1.23
MIROC3.2(M) 3.09 4.15 0 142 152 -0.32 0.20 200 1.24
MRI-CGCM2.3.2 3.47 | 2.87 0 120 243 -0.68 0.46 0.85 1.00
PCM 3.71 1.83 34 1.20 167 -1.00 0.20 0.20 1.00
UKMO-HadCM3 3.81 3.13 0 165 150 -0.85 0.20 1.68 1.54
UKMO-HadGEM1 3.78 2.90 75 1.28 0.84 -0.00 0.20 0.20 1.00
AVERAGE 3.63 \ 2.95 25 131 1.89 -0.51 0.33 114 1.17

2 See note a below TabRl.
b See note b below TabR1.
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Table B3. AOGCM calibration Il results: MAGICC6 parameters required to emulate CMIP3 AOGCM models using both idealized and
multi-forcing runs with the same set of eight calibrated parameters as used in calibration Il. The difference is that, here, fitting uses a wider
range of climate scenario results. For a description of the calibrated parameters, sde Thbléxed parameters, provided here but used as

fixed parameters in all three calibration methods,&@», , the AOGCM's forcing at doubled Cf£concentration levels, and the land area
fractions on the northern () and Southern HemispheredB.

Fixed \ Calibrated parameters

AQgX Fne Fso | ATox & RLO Kz % kns kLo 7
AOGCM By % (Km2) 1000 () em®y ) (H)
BCC-CM1 insufficient data
BCCR-BCM2.0 insufficient data
CCSM3 3.95 49 25| 2.14 64 1.37 127 -021 0.20 200 1.22
CGCM3.1(T47) 3.32 50 25| 2.97 0 134 068 -0.00 1.03 0.68 1.00
CGCM3.1(T63) insufficient data
CNRM-CM3 3.48 46 22| 2.98 0 1.20 089 -0.22 0.20 0.22 1.00
CSIRO-Mk3.0 3.47 45 22| 2.24 0 139 257 -098 0.20 200 135
ECHAMS5/MPI-OM 4.01 44 22| 3.23 75 152 061 -0.06 122 200 1.25
ECHO-G 3.71 47 23| 2.63 0 163 043 -1.00 0.29 200 1.20
FGOALS-g1.0 3.71 56 29| 2.42 75 135 148 -052 0.20 200 1.08
GFDL-CM2.0 3.50 50 25| 2.31 55 152 085 -0.02 0.20 200 1.30
GFDL-CM2.1 3.50 51 26| 2.28 50 156 231 -1.00 0.20 200 1.33
GISS-AOM insufficient data
GISS-EH 4.06 53 27| 2.54 0 1.10 214 -1.00 0.8 0.20 1.00
GISS-ER 4.06 53 27| 2.26 75 139 261 -0.00 200 200 1.23
INM-CM3.0 3.71 53 27| 2.35 0 138 065 -0.17 0.29 200 1.23
IPSL-CM4 3.48 56 30| 4.15 0 1.27 200 -0.02 2.00 072 1.01
MIROC3.2(H) 3.14 48 24| 5.73 0 129 073 -0.00 193 1.99 1.00
MIROC3.2(M) 3.09 47 23| 4.00 0 142 165 -035 0.32 200 1.18
MRI-CGCM2.3.2 3.47 57 29| 2.48 0 128 105 -024 0.22 200 1.18
PCM 3.71 55 29| 1.90 0 117 136 -0.18 0.20 0.20 1.00
UKMO-HadCM3 3.81 a7 23| 3.21 0 159 070 -0.00 0.56 200 1.39
UKMO-HadGEM1 3.78 46 23| 3.00 75 1.32 077 -0.00 0.20 0.20 1.00
AVERAGE 3.63 50 25 \ 2.88 25 1.37 1.30 -0.31 0.63 1.49 1.16

2 See Table note b in TabRl.
b i available, the land area fractions were retrieved from the land area fraction for the pre-industrial control runs as given in the CMIP3 database. If not available, a standard land-sea
mask has been used, as available for the land-sea mask function within NCL, the NCAR Command Language.
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Table B4. C*MIP calibration: Calibrated and fixed MAGICC6 parameters required to emulate ten of eléMiP €arbon cycle models.

The upper part of the Table lists calibrated parameters for MAGICC’s ocean and terrestrial carbon cycle, with the latter including four
parameters for the carbon flux partitions, four temperature sensitivity parameters and two parameters determining fertilization behavior. The
lower part of the Table provides the applied fixed parameters during the calibration procedure, such as reference years for each model, from
which their scenarios started (¥y), initial carbon fluxes for net primary production (NR, the total heterotrophic respiratiod (Rin),

initial pool sizes for the plant box (), the detritus box (Bj) and the soil box (§;). For both the coupled and uncoupled model runs,

some goodness of fit statistics are provided: Atmospherig @Dcentrations are given for year 2100 for the origin¥P data (GMIP)

and for the emulation by MAGICC (Emul.), as well as the root mean square error (RMSE) of concentrations over the whole 21st century
(cf. Figs.6 andB4) .

Calibrated parameté}s

Ocean Flux Partition Temp. Sensitivity Fertilization

Model ATy kK, r a, ¢H gs  &p 8H  ONPP oR o0 ou, Bm Bs
(K) yr—) (K™5) %100 (K™ (K™ (K™) (K™

BERNcc 241 0.24 0.95 0.04 1.00 0.10 0.45 0.40 0.01 0.07 -0.14 0.15 1.10 0.65
CsSM1 1.66 0.09 1.68 0.04 1.00 0.10 048 0.35 0.01 -0.02 —-0.28 0.5 181 044
CLIMBER2LPJ  3.57 0.26 2.87 0.00 0.98 0.10 045 041 0.04 0.10 -0.26  0.23 195 052
FRCGC 4.37 0.17 1.12 0.00 1.00 6.18 0.66 0.23 0.02 -0.20 0.40 0.22 2.00 0.26
HadCM3LC 5.75 0.17 2.71 0.00 0.38 0.10 1.00 0.00 0.00 0.19 —0.03 0.04 2.00 057
IPSLCM2C 5.38 0.01 0.01 0.00 1.00 0.10 0.87 0.00-0.06 —0.20 —0.10 0.09 2.00 0.75
LLNL 5.96 0.04 1.37 0.02 1.00 0.10 057 031 0.00 -0.01 -0.22 0.22 1.00 1.03
MPI 6.69 0.26 1.23 0.00 1.00 0.10 0.22 0.57 —-0.03 —0.02 —0.06 0.07 1.00 1.05
UMD 2.76 0.03 0.57 0.00 1.00 0.10 0.89 0.00-0.03 0.02 —0.30 0.20 144 017
uvica7 5.39 0.19 1.74 0.01 1.00 0.10 0.69 0.00-0.02 0.01 -0.18 0.11 195 057

Fixed parameters Goodness of fit Coupled) (Uncoupled)

Yrret  NPBni  Rpini  Pini Dipi Sini CAMIP Emul RMSE  camp  Emu RMSE

Model (D) (Gy—t,C (GT‘rC (GtC) (GtC) (GtC) (ppm)  (pPm) (ppm) (ppm)  (ppm)  (ppm)
BERNcc 1765 66 12.3 885 93 1682 784 786 2.0 719 720 2.0
CSM1 1820 67 12.3 870 57 1028 792 794 0.8 773 773 0.4
CLIMBER2LPJ 1901 64 11.9 919 95 1714 871 870 1.6 812 812 1.6
FRCGC 1901 48 8.9 484 33 592 868 865 25 845 838 2.7
HadCM3LC 1860 61 11.3 495 61 1109 1025 1012 7.3 801 792 3.1
IPSLCM2C 1860 57 10.6 548 66 1205 769 746 8.0 695 683 4.7
LLNL 1870 67 12.4 735 103 1870 732 732 1.8 681 681 1.3
MPI 1860 53 9.9 351 72 1308 839 825 5.9 756 741 5.6
UMD 1860 53 9.8 493 70 1277 967 958 3.8 869 884 4.0
uvicz7 1860 62 11.5 621 52 947 930 926 1.6 801 793 34

a For a detailed description of the*®IIP carbon cycle models, séiedlingstein et al(2006 and references therein. For some models data was not available up to 2100 (MPI,
IPSAL: up to 2099; FRCGC: up to 2098). In such cases, the latest available model years are provided in the Goodness of fit section. The RMSE is calculated over the last 101 years

available.
b |n the automated calibration procedure, the climate module parameters vert. ocean diffisivitg.8 cn? s—1), and ocean-to-land heat exchange enhancement.(d), and
land-ocean warming ratio (RLO =1.3) were kept at default values. Climate sensitwiy (was calibrated in a first step to match temperatures of the coupled run for the model-

specific CQ concentrations.
€ The terrestrial carbon pools of the FRCGC model were not used in the calibration routines as they show significant drift at the start of their coupled and uncoupled runs.
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