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Abstract. In the context of the project A Data Protection Impact
Assessment (DPIA) Tool for Practical Use in Companies and Public
Administration an operationalization for Data Protection Impact Assess-
ments was developed based on the approach of Forum Privatheit . This
operationalization was tested and refined during twelve tests with star-
tups, small- and medium sized enterprises, corporations and public bod-
ies. This paper presents the operationalization and summarizes the expe-
rience from the tests.
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1 Introduction

A central element of the General Data Protection Regulation (GDPR) is the risk
based approach, which is aimed at addressing new technologies and complex ser-
vices processing personal data. Examples are Internet of Things (IoT), mHealth
and mobility applications where various sensors and Artificial Intelligence (AI)
approaches are employed. Especially in the area of mHealth applications, special
categories of personal data in the sense of Art. 9 GDPR are typically processed.
Such services often contain products from several technology providers (hardware
and software artifacts) and are composed of cloud services from various providers.

When considering the specific privacy risks in the context of a service, the
controller needs to clarify whether the intended processing is likely to result
in a high risk to the rights and freedoms of natural persons. In this case a
Data Protection Impact Assessment (DPIA) according to Art. 35 (1) GDPR
must be conducted. In guidance concerning the severity of privacy risks the
Article 29 Data Protection Working Party proposed - in their Guidelines on Data
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Protection Impact Assessment - several criteria which serve to define technologies
as constituting a high risk: evaluation and scoring, automated-decision making
with legal or similar significant effect, systematic monitoring, sensitive data, data
processed on a large scale) [2,14].

The GDPR itself merely provides a minimum standard for carrying out a
DPIA, as stipulated by Art. 35(7) GDPR. Accordingly, in recent years, data
protections authorities [10,23], scientific consortia [12,27], standardisation bod-
ies [25] and trade associations [17] have developed methodological frameworks
for carrying out a DPIA. However, these methods differ considerably with regard
to the procedure, the process and the interpretation of the abstract requirements
of Art. 5 GDPR. As they are very abstract, their concrete implementation in
practice is the responsibility of the respective institution.

For a substantial DPIA, the context in particular is very important since
it makes a huge difference for the individual whether a service - e.g. a commu-
nication or collaboration service - is used in a normal business context or for
the processing of health relevant personal data. Finally, the implementation of
a DPIA is always a process involving many people - or at least it should be. It
is a challenge to introduce people whose background is neither data protection
law nor computer science to the questions and evaluation standards that are to
be applied for a DPIA. Finally, in addition to the data protection requirements,
in many cases there are other important requirements that have to be balanced
against each other.

In this regard, we were interested in designing and testing a DPIA process
that is generic enough to be used in all possible application areas, but also
able to take into account the specifics of each area. The basis for this work was a
methodology that we had developed prior to the applicability of the GDPR [3,18].
In a project funded by the German Ministry of Research and Education we then
tested and refined this methodology. More specifically, we carried out a number
of DPIAs in cooperation with companies and authorities using our methodology.
This paper gives an insight into the experiences we had and the conclusions that
can be drawn from them.

The rest of this paper is organized as follows: Sect. 2 briefly discusses some
of the existing DPIA frameworks, their merits and shortcomings, then Sect. 3
outlines the methodology that we sought to validate. Sections 4 and 5 present
and discuss the results from the empirical work. Section 6 concludes the paper.

2 Related Work

As the GDPR itself does not specify any specific operationalization for data
protection impact assessments, stakeholders from different backgrounds have
proposed approaches to fill this gap. Most of these methods are in principle suit-
able for fulfilling the requirements of Art. 35 GDPR [29,38]. The most important
approaches come from data protection authorities. These are attractive for the
data controllers because they are officially rubber-stamped.

The most popular methodological framework was developed by the French
Data Protection Authority CNIL [10] based on the EBIOS risk management
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methodology of the French national IT security authority ANSSI.1 In this
approach, the assessment comprises of a highly structured and detailed but
“checklist”-style query system that closely follows the legal text and inquires as
to typical technical implementations – supported by a software tool. In this pro-
cess, stakeholder consultation is not at the centre of the assessment. Rather, the
input for the necessary analyses (on risk, proportionality, etc.) comes from the
controller. The views of the data subjects are sought for the purpose of validat-
ing the results at the end of the process. In general, the CNIL operationalizes
the DPIA as a compliance check of the GDPR and IT security requirements.
Many other institutions, e.g. the German Association for Information Technol-
ogy, Telecommunications and New Media BITKOM [17], have followed the CNIL
in this approach.

The other influential DPIA framework was developed by the Information
Commissioner’s Office ICO in the United Kingdom [23] and adapted by other
national DPAs [1]. In particular, this framework builds on the long-standing
tradition of privacy impact assessments (PIAs), which have been used in the
English-speaking world since the 1990s [7,40]. The most important offspring
of the ICO approach is the ISO/IEC 29134 standard [25] – although this was
adopted before the GDPR came into force and is therefore not fully compli-
ant, ISO standards have a unifying effect and are readily used by (especially
internationally operating) companies.

The ICO (and ISO) take a more reflexive and discursive approach, pro-
ducing continuous text and asking more qualitative - and even organisational-
sociological - questions (e.g. how to avoid “function creep”, the creeping expan-
sion of processing purposes). Such an approach is more flexible in addressing
the characteristics of very different applications, but the results tend to be less
precise and verifiable. Instead of a relatively static request for specific imple-
mentations and guarantees, there is a more discursive, often workshop-based
development of damage scenarios. For this reason, consultation of data subjects
has a much greater importance in all steps of the process. The biggest weakness,
in our view, is that the principles in Art. 5 GDPR are not further operational-
ized. This means that, for example, difficult legal concepts such as lawfulness,
fairness and appropriateness, which are usually unfamiliar to legal laypersons,
have to be discussed with data subjects or other stakeholders.

This weakness was recognised by the German supervisory authorities which
proposed a so-called standard data protection model (SDM) [11]. The SDM is a
general concept relevant for the GDPR as a whole, rather than a DPIA frame-
work in the strict sense. However, it contains important elements that can be
used for the purpose of creating a framework for operationalizing the DPIA
requirement. In particular, the SDM uses the concept of protection goals, devel-
oped by Rost, Pfitzmann and others [34], and places them - instead of the data
protection principles from Art. 5 GDPR – at the centre of operationalization.
Of course, the protection goals do not contradict the principles of Art. 5 GDPR.

1 https://www.ssi.gouv.fr/en/guide/ebios-risk-manager-the-method/ (last accessed
25-07-2021).

https://www.ssi.gouv.fr/en/guide/ebios-risk-manager-the-method/
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On the contrary, as has been shown in [11], the protection goals completely
cover the principles of Art. 5. However, they translate the principles into the lan-
guage of IT-Security (from where the concept of “protection goals” was originally
taken), presenting the principles in a concise and condensed form. The authors
of this paper have developed their own DPIA framework based on their own
preliminary work [3] using the SDM protection goals. The goal of our method-
ology is a process that effectively identifies relevant data protection risks in a
participatory manner. In the following sections, we analyse our experience with
this process and what needs to be considered in order to carry out a DPIA across
a heterogeneous group of stakeholders.

Since services are of increasing complexity, controllers need detailed informa-
tion about a service to carry out a DPIA. Therefore the DPIA methodology pro-
posed by the Government of the Netherlands [31] contains a so-called umbrella
DPIA where service providers implement a general DPIA, which can then be
used as a basis for individual risk assessments based on a specific context. An
example of such a generic DPIA is the DPIA for diagnostic data processing in
Microsoft Windows 10 Enterprise [30].

Thus, although there is a plethora of available DPIA methods, there has not
been much work to evaluate and compare them from a practical perspective,
e.g. [38]. There are two main types of studies: Evaluations of approaches to
implementing DPIA or sub-elements thereof [14,29] and studies on the notion
of risk under the GDPR [15,19,21].

Finally, there are a number of publications presenting DPIA results for criti-
cal technologies such as facial recognition [6], COVID-19 contact tracing apps [5]
or eHealth [26,35] that also report implementation experiences selectively [4].

3 Operationalization of DPIA2

The operationalization of the DPIA methodology presented below is structured
as described in Table 1, where the central DPIA consists of the DPIA prepa-
ration, execution and DPIA implementation accompanied by the initialization
and sustainability phase. An important aspect of a DPIA is responsibility. In
general, the controller of data processing is responsible for performing a DPIA
(Art. 35 (1) GDPR), potentially assisted by processors (Art. 28 (3)(f) GDPR).
In addition the controller should seek the advice of the data protection officer
(Art. 35 (2) GDPR). Participation of data subjects or their representatives is
in general recommendable. Especially in relation to complex services, advice
from processors or even technology providers may be helpful. During the case
study, workshops with organizations in different roles, i.e. controller, processor
or technology provider, were performed.

2 A detailed description of the methodology can be found in [28].
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Table 1. Overview of DPIA phases [28, p. 24]

DPIA phase Description

I. Initiation phase – Threshold assessment: Clarify whether a DPIA is
necessary

II. Preparation phase – Description of the processing operations & collec-
tion of information,
– Planning of the execution phase

III. Execution phase – Consultation of the data subject (or their represen-
tatives)
– Risk identification and analysis
– Risk assessment, mitigation measures, assessment
of remaining risks
– Assessment of the necessity and proportionality
In case of high remaining risks → consult with the
supervisory authorities or abandon the processing

IV. Implementation phase – Implementation of the mitigation measures
– Test of the mitigation measures (where possible
before the start of the processing)
– Proof of compliance with the GDPR
→ Processing can go ahead

V. Sustainability phase – Monitoring
– Identification of deviations or changes
– Adjustments
Depending on the size of deviations or changes →
potentially repeat phases II. to IV.

3.1 Initialization Phase

In the first phase, the initialization phase the aim is to analyze whether a DPIA
is necessary for a processing activity. The so-called “threshold analysis” is itself
a first rudimentary risk assessment based on a few criteria, which – like the full
DPIA – must be carried out before the processing of personal data starts. The
records of processing activities (Art. 30(1) GDPR), the documentation of lawful-
ness (Art. 6 GDPR) and preliminary considerations of necessity and adequacy
(Art. 5 GDPR) could serve as a basis for this initial step.

In this phase, the controller is obliged to consider whether the processing is
likely to result in a high risk to the rights and freedoms of natural persons accord-
ing to Art. 35 (1) GDPR. Besides the indications concerning processing activities
in Art. 35 (3) GDPR, supervisory authorities should establish and communicate
lists of processing activities which fulfill the relevant criteria (Art. 35 (4) and
Art. 68 GDPR). In addition, the criteria of the Article 29 Data Protection Work-
ing Party should be considered [2]. The result of this threshold analysis should
be documented.

In the context of the case studies, this initialization phase was conducted
via preliminary communication with the organizations. In these preparatory
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Table 2. Description of the processing operations and collection of information

Aspect Summary of preparation

Data subjects – Data subjects
– Representatives (e.g. work council)

Organization – Controllers
– Processors resp. joint controllers
– Other stakeholders in general
– Description of organizational structure

Data processing – Description of personal data
– Documentation of data flows (e.g. in the form of
a data flow diagram)
– (Intended) processes as context for data
processing

Technical documentation – Documentation of the (intended) technical
implementation
– Technical infrastructure
– Existing or planned technical and
organizational measures

Legal documents – Contracts
– Work council agreements, etc.

conversations, other relevant issues such as information gathering on process-
ing operations were also discussed.

3.2 DPIA Preparation Phase

If during the initialization phase potentially high risks for the rights and freedoms
of natural persons are detected, a full DPIA needs to be carried out.

The first step in the DPIA preparation phase according to Art. 35 (7)(a)
GDPR is “a systematic description of the envisaged processing operations and
the purposes of the processing, including, where applicable, the legitimate inter-
est pursued by the controller”. In addition to the records of processing activities,
toward this end, information about the intended processing activities and the
context of processing should be provided to facilitate the privacy risk assessment
in the subsequent DPIA execution phase (see Table 2).

In addition the DPIA execution phase needs to be planned and a proposal
for an adequate team assisting the controller performing the DPIA is needed.

An important aspect of this phase is the detection of all persons involved
in, and affected by, the processing activities. Especially via the use of workflow
management systems and meta data in general, customer data and the personal
data of staff members is often collected - the latter potentially allowing per-
formance control of work processes. In the case of IoT services such as smart
homes, smart mobility services or even CCTV applications, beside the intended
users, the personal data of friends, family members, employees, etc. may also
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be processed. For complex products or services which are part of the intended
processing, details of processing are typically not completely documented and
service providers, technology providers, human resources representatives, process
experts or IT experts are helpful for clarifying details. An important tool is a
data flow diagram to detect all stakeholders and interfaces with data transfers.

3.3 DPIA Execution Phase

The focus of the execution phase is the assessment of risks to the rights and
freedoms of data subjects3 (Art. 35 (7)(c) GDPR), the choice of measures to
address the risks and to ensure the protection of personal data (Art. 35 (7)(d)
GDPR) and the assessment of the necessity and proportionality of the processing
operations in relation to the purposes (Art. 35 (7)(b) GDPR).

Based on the information collected in the DPIA preparation phase the DPIA
team conducts the risk identification and analysis for risk assessment. At the start
of the process, a common understanding of the intended processing is developed.

Risk Identification. The first goal is the identification of privacy risks. In
the context of our case study an approach adapted from scenario analysis was
used [24]. Based on the information about data subjects and personal data pro-
cessed, scenarios incorporating potential harms to data subjects are identified
via brainstorming. For these scenarios the information summarized in Table 3
is collected concerning the identified scenario in question (damage scenario). In
addition, information about technical and organizational measures which are
already present in the processing operation should be collected in parallel (exist-
ing countermeasures) as, typically, new processing activities are realized in the
context of an existing IT landscape which employs standard security and privacy
measures.

Risk Analysis. The next step is to analyze the identified risks from the view-
point of the data subject. Instead of the abstract normative provisions in the
GDPR, our methodology uses the data protection goals defined in the SDM as
an assessment benchmark [11]. They are more suited to practical work because
they translate the abstract norms into concrete system requirements. These are
much better understood by people involved in a DPIA as they allow to establish
a direct link to the functionality and implementation of the data processing to
be assessed. The protection goals include:

– Data Minimisation stands for the principle of necessity, according to which
no more personal data are to be processed than are needed to achieve the
purpose.

3 This means that not only the risks to the right to data protection (Art. 8 CFR) and
the right to respect for private and family life (Art. 7 CFR) have to be considered,
but also the other fundamental rights in the Charter [21]. In our test cases however,
the focus was on data protection risks.
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Table 3. Documentation of risk assessment

Aspect Description

Damage scenarios – Description of the scenario
– Data subjects
– Personal data
– Involved actors/stakeholders
– Potential harm/damage for data subjects
– Elements triggering the harm/damage

Existing countermeasures – Already existing technical and organizational
mitigation measures

Data protection goals Describe how data protection goals are affected and
prioritize the goals together with data subjects resp.
representatives
– Data Minimisation
– Availability
– Integrity
– Confidentiality
– Unlinkability
– Transparency
– Intervenability

Risk assessment – Severity of the potential damage (minor, man-
ageable, substantial, major)
– Likelihood (minor, manageable, substantial,
major)
– Resulting Risk Level (low risk, normal risk,
high risk)

Additional measures Also processing activities might be changed result-
ing in an adapted risk assessment
– Additional mitigation measures
– Enhancement of existing measures

– Availability refers to the requirement that personal data must be available
and can be used properly in the intended process.

– Integrity stands for the requirement (a) that IT processes and systems con-
tinuously comply with specifications and (b) that the data to be processed
remain intact, complete, and up-to-date.

– Confidentiality means that no person is allowed to access personal data with-
out authorisation.

– Unlinkability is the requirement that data shall be processed and analysed
only for the purpose for which they were collected.

– Transparency means that the data subject, system operators, and supervi-
sory authorities must be able to understand the how and why of any data
processing.

– Intervenability refers to the requirement that data subjects can actually exer-
cise their rights of notification, access, rectification, blocking and erasure at
any time.
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Just as there are usually tensions between the interests of different stake-
holders, the protection goals are not independent but influence each other. This
means that not all protection goals can be fulfilled to the same extent. If complete
confidentiality is guaranteed in a system, this means that access to certain data
is restricted for certain actors, i.e. availability is limited. There is also a trade-off
between integrity and intervenability, because integrity means that subsequent
changes to data and processes are not allowed, while intervenability means that
changes are allowed e.g. in the form of the right to rectification. Finally, there
is also a conflict between transparency and unlinkability, as the former aims to
increase the understanding of the actual data processing, e.g. by logging the
actions of users and administrators, whilst the latter tries to avoid creation of
such surplus knowledge [22,39].

During the workshops the protection goals were well understood and helpful
for participants describing their privacy perception and priorities in the context
of a concrete scenario. When carrying out the assessment, consideration should
also be given to which protection goals are most important to the data subjects
and other stakeholders concerned in the context of the scenario. This can and
will lead to a prioritisation of the protection goals in relation to each scenario.

Risk Assessment. After the analysis of risks, the likelihood of the occurrence
of risks and the severity of consequent harm are estimated by the DPIA team.
This is typically done from the subjective viewpoint of the data subjects on a
scale ranging from minor, normal, substantial, major : As a rule, in data protec-
tion neither the severity of damage nor the likelihood of its occurrence can be
meaningfully quantified. Instead, one should offer and document a valid and rea-
sonable argumentation for how one decides to scale the different risks in terms of
their likelihood and severity, based on the most objective criteria possible. The
severity of the damage results from the physical, material, or non-material effects
on data subjects. The reversibility of the damage should also be considered here
(the more difficult, or costly in terms of time, money or effort, that reversibility is,
the more severe the damage). Relevant too is the difficulty data subjects would
face if they wanted to withdraw from the processing (including if they do not
know about the processing in the first place), and how easy or difficult it would
be for them to examine the processing themselves or have it examined in court.
The more persons are “at the mercy” of processing, the greater the severity of
possible damages connected to the processing. To assess the likelihood, it is use-
ful to consider the motives and capabilities of the stakeholders as well as the
effort needed to trigger the risk event and the robustness of existing mitigation
measures.

The value of such a procedure leading to a purely qualitative classification
lies in the fact that in the discourse either a consensual assessment is reached or
a potential conflict is revealed. Both outcomes are useful for risk mitigation.

The result of the risk evaluation can be visualized in a risk matrix in order
to gain an overview of existing privacy risks. There risks are roughly quantified
as low, normal or high. In the context of a continuous improvement process,



Data Protection Impact Assessments in Practice 433

necessary additional, or adapted, technical and organizational measures are
defined and/or the processing activities themselves are changed to reduce risks
to the rights and freedoms of natural persons. The aim is to ensure the protec-
tion of personal data and to demonstrate compliance (Art. 35 (7)(d) GDPR). In
addition, an assessment of the necessity and proportionality of the processing
operations in relation to the purposes of processing is performed (Art. 35 (7)(b)
GDPR).

The whole process, including information collected in the DPIA preparation
phase, the result of the risk assessment and the measures defined to address risks,
must be documented in a comprehensive DPIA report (Art. 35 (7) GDPR).

If the risks can be reduced to an acceptable extent - such that the intended
processing is compliant with the GDPR - the processing can be implemented
incorporating the defined measures. Otherwise, a prior consultation of the super-
vising authority is needed: the intended processing may have to be abandoned
if the risks cannot be eliminated or at least reduced to an acceptable extent.

3.4 DPIA Implementation Phase

In this phase the measures defined in the DPIA report are implemented and
the effectiveness of measures is tested and documented to the extent possible
before the approval of GDPR compliance. For the monitoring of risks and effec-
tiveness of defined measures, a monitoring and test concept has to be developed
and implemented, including a comprehensive documentation of test results. It is
advisable to integrate this monitoring into a data protection management sys-
tem, which is ideally part of the organisation’s risk management approach. After
ensuring the compliance of processing activities with the GDPR, the processing
can begin.

3.5 Sustainability Phase

During the operation of a system, the controller must continuously ensure that, in
the context of the processing, the risks to the rights and freedoms of natural per-
sons are adequately reduced. Therefore, risks and effectiveness of implemented
measures have to be monitored based on the defined test concept.

In case of slight deviations to the envisaged processing, the risk assessment,
the measures and the DPIA, can all be adjusted. If significant changes or opera-
tional differences occur, the controller needs to adapt phases II. to IV. in Table 1.

4 Methodology of the Case Studies

In 2018/19, we worked with twelve organisations (corporate and public) in con-
ducting DPIAs using the methodology presented in Sect. 3. We have analysed
real data processing operations as used by the partner organisations in their
daily business.
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The aim was to operationalize, test and adapt an earlier version of the
presented DPIA approach [18] on the basis on the experience gained in these
validation tests. In particular, we wanted to find out whether the framework
works equally well in organisations of different sizes and from different sectors, or
whether significant differences might exist. The sample of organisations (Table 4)
finally included 3 start-ups or micro-enterprises, 2 SMEs, 5 large companies and
2 public administrations (cities). These came from different economic sectors
and included for-profit and non-profit organisations. Although most technology
providers are not obliged to carry out a DPIA under the GDPR, there is strong
demand on the part of their clients for input and/or for collaboration. For this
reason, we also conducted a validation workshop with an automotive supplier.4

Table 4. Number, role and sector of test candidates

Controller Processor Technology
Provider

Mobility

Health

Telecommunications

Public authority

Retail

1 1

3 2

1

2

2

The focus of the case studies was mainly on phases II. and III. of our frame-
work and in particular on risk identification, analysis and assessment. The work-
shops lasted typically one full day per organization and were mainly composed
of the following elements:

– Workshop preparation
1. Decision about the processing activity to be considered in the workshop
2. Collecting information about the processing activity based on a question-

naire/list of required information for the DPIA preparation phase.
– Workshop

3. Finalization of the DPIA preparation phase in the first part of the work-
shop

4. Privacy risk assessment of the DPIA execution phase in the second part
of the workshop for selected risks.

5. Final discussion and feedback

4 It was interesting to note that organisations are often not aware that there might
be joint controllership with a service or software provider and that these then also
have to contribute to the DPIA.
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The composition of the group of participants was quite diverse - and was
varied as an element of the study concept. In all cases the data protection officer
(or the responsible manager) was present. In addition, in most cases, represen-
tatives from IT (security) and people responsible for the processing were also
involved. During workshops with startups, all members of the company usually
took part as formal roles had often not been fully defined. In some workshops,
especially in the retail and healthcare sector, employee representatives, and even
data subjects or their representatives, were involved. In one workshop, represen-
tatives from (external) processors were also present because of the complexity of
the service. Thus typically there was a mix of qualifications: the DPO in most
cases has a legal and/or technical background, while the background of most
others involved was not legal. Nevertheless, they were all experts in their field
and needed to be taken seriously with regard to their professional principles and
experiences.

Involving data subjects is a particular challenge, as they are usually not
experts in any of the processing-related areas. However, they must be enabled
to make an informed and sound assessment of the potential risks from their per-
spective. It is crucial that the person facilitating such a workshop does justice to
all these aspects so as not to marginalise any viewpoint. This is a risk, especially
in larger organisations that have already professionalised data protection. While
they usually have sufficient knowledge about the provisions of the General Data
Protection Regulation (GDPR), there is a tendency to focus on formal legal
aspects (e.g. the existence of a legal basis for data processing), which is rather
secondary to the risk perception of data subjects and other stakeholders.

For the evaluation of the workshops, there were two different roles in the
study team. The first role was that of the auditor, who had to conduct the
DPIA workshops as realistically as possible according to the methodology to be
tested. The second role was that of the observer, who checked how the workshop
participants responded to the auditor’s questions, whether they were able to use
the protection goals for the assessment and what kind of interaction took place
between the workshop participants. For the evaluation of the workshop, the
perceptions of the auditor(s) and the observer(s) were compared and changes
were made in the workshop design. Such changes concerned, for example, the
way the protection goals were presented or the order of the questions. The use of
damage scenarios was also a result of this evaluation, as it became clear that a
risk assessment is easier based on a tangible case than on an abstract description.
Fortunately, no fundamental changes had to be made to the approach, so the
methodology presented in Sect. 3 was basically confirmed.

5 Experiences from the Case Study

In the course of our validation tests, we have been able to gather a wide range
of experience, (a) as to how prepared companies are to carry out DPIAs, (b)
as to how understandable the assessment criteria are to stakeholders, and (c)
how best to engage different stakeholders in the assessment process. Many of
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these experiences have already been taken into account in the process outlined
in Sect. 3. In the following, however, we will highlight and discuss the most
important findings from the different process phases.

5.1 General Aspects

During the interviews and workshops it was pointed out that processors of per-
sonal data, and even technology providers who only provide technologies without
any additional service, are sensitized to the obligation of DPIAs. Customers of
processors, and even technology providers, now demand information about the
privacy risks of services and information about technical and organizational mea-
sures deployed in relation to services. In most of the tests, besides focusing on
the DPIA itself, the test candidates also used the workshops for discussions and
exchange of experiences concerning general aspects of data protection within the
organization.

5.2 In the Initialization Phase

In recent years, there has been intense debate in the scientific community about
when data processing is “is likely to result in a high risk to the rights and
freedoms of natural persons” [13,19]. For practitioners this question is of little
importance in the initialization phase. Rather, we experienced lively discussion
in our workshops as to whether a DPIA was actually necessary for the selected
processing. As there was a general fear of compliance violations and the corre-
sponding fines, organisations tried to include a broad range of processing activ-
ities as requiring a DPIA to be on “the safe side”. In such a situation, it was
helpful in providing guidance, especially to those organizations that had hitherto
given little attention to data protection issues, that the data protection authori-
ties have compiled authoritative lists of processing operations which are always
subject to the requirement to undertake a DPIA (aka “blacklists”).

5.3 In the DPIA Preparation Phase

The actual collection of information in the DPIA preparation phase has not only
shown the importance of a thorough analysis from the data subjects’ perspective,
but also how incomplete the knowledge of those in charge of the DPIA is about
the details and context of the processing to be assessed. On the one hand risks
are overlooked which emerge from scenarios beyond normal processing activities:
the (rare) cases in which law enforcement and supervisory authorities gain access
to data are also often not problematized. On the other hand, there is often still
a lack of awareness that the greatest risks usually come from processing for the
intended purposes and by authorised actors [16,33]. Instead, the focus is often
on the malicious external attacker (aka “hacker”).

Due to the increasing complexity and modularisation of IT services and the
incorporation of cloud services and IT providers in general, it was an intricate
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task for many controllers to obtain the requisite information and understanding
of their own processing activities. The involvement of processors is generally
of utmost importance. It was promising that one SME which provided cloud
services for companies as a processor demonstrated thorough data protection
competencies and stated that data protection is a key selling point in its market.
In the case of standard cloud services by international companies this would
be difficult to realize. Another issue is the inherent agility of cloud services
which are steadily changing. This is not always transparent to users. In this
context compositional approaches towards DPIAs [36,37] and generalized DPIAs
for services [30] should be further investigated.

As a thorough basis for assessing data protection risks, it is of utmost impor-
tance to involve not only the controller, IT security experts, and data protection
experts, but also individuals with in-depth knowledge of domain-specific work-
flows and processing activities and their technical implementation. It is advisable
to involve additional stakeholders or their representatives. This heterogeneity of
the working group must be taken into account by a transparent methodological
approach. In the first round of testing, we worked with interviews structured
along the protection goals. In the interview-based workshops it turned out that,
for people without deep knowledge in privacy and data protection, the privacy
risks for data subjects in the context was not sufficiently clear. It proved more
useful to carry out the assessment in a participatory way based on collaborative
identification and analysis of scenarios (see Table 3) which might cause damage
to data subjects.

One implication that emerged from the case studies was that concrete risks to
data subjects were often a function of complex and highly domain- and use case-
specific details of the particular processing activities. Domain/use case experts
with deep knowledge of the details and context of the particular processing activ-
ity – but often limited knowledge of data protection – frequently provided crucial
insights here, based on their deep “everyday knowledge” of the processing and
its context. This suggests that one risk for conducting good DPIAs is excessively
foregrounding the expertise and authority of data protection lawyers and profes-
sionals (who will usually have limited understanding of the use-case details and
context), and downplaying the inputs and expertise of the domain professionals.

5.4 In the DPIA Execution Phase

The choice of words in the risk assessment in particular is very important for
participants. In particular, terms with negative connotations from IT security -
such as “attacker” or “source of risk” - almost lead to the exclusion of internal
stakeholders in the following discussion. In their self-image, they do not perceive
themselves as a “risk factor”. In this regard it is necessary to meet them on the
level of their core expertise. Choosing negative wording could potentially cause
harm in scenarios where the purpose of the processing is only slightly extended
and the parties involved act with the best intentions, i.e., do not intend to cause
any harm. Thus more neutral terms such as “stakeholders”, “triggers for the
scenario” etc. are used to facilitate the brainstorming. Since IT security risks
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caused by external attackers have already been sufficiently considered in most
cases, we have focused on scenarios triggered by internal actors.

Apart from internal attackers, internal data subjects such as employees were
also not always in focus for the DPIA teams in the workshops. Often, privacy
risks were mainly identified and analyzed from the point of view of external
data subjects as customers, users or patients. Risks for internal data subjects,
i.e. employees were considered as of lower priority. When employees such as
data subjects are present, it is important to consider power inequalities in the
DPIA team. Hence, it is advisable to incorporate work council members. Also,
data subjects which are not directly customers, users or patients - e.g. friends
and family - were often overlooked. Therefore, we mainly concentrated on these
types of data subjects. It is important in DPIA execution to raise awareness
concerning these data subjects.

For stakeholders who are involved as data subjects and who are not data
protection experts, the concept of privacy is rather vague and is often misunder-
stood as restricted to confidentiality. We perceived during the workshops that
the data protection goals allowed these stakeholders to formulate their personal
privacy perceptions and priorities. Here, context is particularly important. For
example, in the health care sector, availability and integrity of documented work
processes and activities may be much more important to employees than confi-
dentiality, whereas in HR data management, confidentiality and unlinkability are
paramount. In other cases transparency and intervenability were stated as the
most important goals. The fact that the protection goals are explicitly framed
(and often graphically presented) as counterveiling principles that partially stand
in tension to each other and can require balancing trade-offs proved particularly
helpful in this case, as it seemed to give stakeholders (especially those without
legal expertise) greater confidence to state which risks and protection goals in the
particular use case were of paramount importance to them, and where tradeoffs
to secure these were acceptable.

During the workshops in the DPIA execution phase, many participants asked
for guidance through checklists and risk catalogs. Although the desire for check-
lists is understandable and their use has a practical value, the implementation
of a DPIA must not become a purely mechanical checklist work-through exer-
cise. Because the focus of a DPIA is to identify privacy risks in specific contexts
where innovative technologies, etc. are used, it is important to explore risks
beyond standardized lists. However, it may be useful to provide participants
with illustrative examples to give them an idea of what is understood as risk
for the purposes of the DPIA. In particular, it turns out that a small number
of typical risks - largely independent of the application domain - occur again
and again. These can be reused when similar processing activities in similar con-
texts are investigated and allow a transfer of results from DPIAs to the standard
risk-based approach. Some examples that can serve as illustrations are provided
in [9,18].

Stakeholders with an IT security background, in particular, questioned sev-
eral times why, in our methodology, risks were assessed with a qualitative risk
assessment instead of quantitative approaches as usually employed for security



Data Protection Impact Assessments in Practice 439

risks. It was important to point out that several privacy related risks are so-
called “chilling effects” which always occur - e.g. people feel surveyed because
of the existence of CCTV and therefore feel restricted with regard to exercising
their right to protest [16,32]. In addition, in most cases it is not possible to state
the cost of such an incident for the individual.

5.5 In the DPIA Implementation Phase

During our workshops we concentrated on the initiation, DPIA preparation and
DPIA execution phases. But it was obvious that identifying and assessing the
severity of a risk alone was not enough. For many controllers, the immediate
question arose as to how a risk could best be addressed. At this point, well-
maintained catalogs of reference measures are of great benefit. Fortunately, such
catalogs have already been created by national supervisory authorities such as
the CNIL [9] or the German Data Protection Conference.5

5.6 In the Sustainability Phase

An important point of discussion during the workshops was the question of
how DPIAs can be updated on a regular basis. To this end, it would make
sense to integrate DPIAs into the standard risk assessment and risk management
processes of organizations, as suggested in [8,17,41].6

6 Conclusions

According to first experiences with DPIAs (and many years of experience
with privacy impact assessments), it can be stated that DPIA is basically a
good instrument to support decision-makers and developers, if it is not merely
regarded as a compulsory exercise, but as a useful tool. The systematic identi-
fication of risks is a valuable basis for strategic action by implicated actors for
the continuous improvement of products and services. It also provides an oppor-
tunity to evaluate potentially controversial data processing systems in relation
to which a societal consensus is needed as to which risks should be acceptable
and which should not. DPIA results can provide the basis for this.

But the potential of DPIAs will not unfold automatically. A broad and effec-
tive consultation of stakeholders and data subjects requires a relatively high level
of time, organizational and material effort. The DPIA process developed as part
of our work, and the methods and tools used to engage individuals from diverse
backgrounds, are promising, but also made clear that additional issues need to
be addressed:
5 https://www.datenschutz-mv.de/datenschutz/datenschutzmodell/ (last accessed 30-

07-2021).
6 We have (anecdotal) evidence that this is a challenging task, as it requires a compre-

hensive modelling of the system landscape and data flows that does not exist in most
organizations. Therefore, the solutions we know are either trivial or highly complex.

https://www.datenschutz-mv.de/datenschutz/datenschutzmodell/
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Any specialist knowledge required (in particular technical or legal) must be
communicated to the participants in such a way that it can be understood by
laypersons. In this context, attention must be paid to the effect of different
formulations, which may unintentionally favor technophile participants or those
with legal knowledge, for example. This is important not only from a normative
point of view, but also from a practical perspective: it makes little sense to
conduct a focus group, for example, without ensuring that all group members
can also contribute.

Communication processes both among the participants, and between them
and the organization, must be designed in such a way that communication bar-
riers are reduced, misunderstandings are avoided, and, as far as possible, every-
one can participate to the same extent. Furthermore it has to be taken into
account that some of the participants in the DPIA can be the source of a data
protection risk and the affected data subjects at the same time. Finally most
participants are employees of an organisation or company and therefore have to
act in accordance with what is in the best interests of the business. This can
lead to tensions when they are supposed to assess risks in an unbiased way from
the point of view of the people concerned. Again, this is both a functional and a
practical imperative: stakeholder consultations dominated by a few participants
are rarely appropriate. Here, the use of external facilitators with experience in
consultation processes can be helpful.

Finally, it should not go unmentioned that a DPIA (like any formalized pro-
cedure) also specifies what must remain outside the scope of the assessment. For
this reason, scientifically oriented DPIAs are useful, for example, for the area of
research and development, even if they do not necessarily meet the requirements
of the GDPR for a DPIA. They do, however, make it possible to integrate data
protection issues into the risk management of technology producers and system
operators. This can provide a balance, often missed in technology assessment,
between the desire for normativity on the one hand and operationalization on
the other [20].
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