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Abstract
Based on a recent work on traveling waves in spatially nonlocal reaction–diffusion equations,
we investigate the existence of traveling fronts in reaction–diffusion equationswith amemory
term.Wewill explain how suchmemory terms can arise from reduction of reaction–diffusion
systems if the diffusion constants of the other species can be neglected. In particular, we show
that two-scale homogenization of spatially periodic systems can induce spatially homoge-
neous systems with temporal memory. The existence of fronts is proved using comparison
principles as well as a reformulation trick involving an auxiliary speed that allows us to
transform memory terms into spatially nonlocal terms. Deriving explicit bounds and mono-
tonicity properties of the wave speed of the arising traveling front, we are able to establish
the existence of true traveling fronts for the original problem with memory. Our results are
supplemented by numerical simulations.

Keywords Strong comparison principle · FitzHugh-Nagumo equation · Estimates for wave
speed · Exponentially decaying memory kernels · Two-scale homogenization

1 Introduction

The studyof traveling fronts in scalar reaction–diffusion equationswith a bistable nonlinearity
is a classical topic and there is a rich literature concerning the existence, uniqueness, and
asymptotic stability of such fronts, see e.g. [1, 4, 10, 13] and the references therein. The last
three references are actually devoted to scalar, spatially nonlocal, parabolic equations of the
form

u̇ = Lu + F(u) + G
(
u, JS(u)

)
, t > 0, x ∈ R, (1.1)
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where traveling fronts of the form u(t, x) = U(x−ct) ∈ R are investigated. In particular,
[10] (which was strongly inspired by [4]) studies the case Lu = Duxx , assumes that G(u, ·) :
R → R and S : R → R are monotonously increasing and that J is a convolution with a
smooth, nonnegative kernel J ≥ 0, i.e. (J f )(x) = (J∗ f )(x) = ∫

R
J (x−y) f (y)dy. In [27]

traveling waves in scalar conservation laws with nonlocal dispersion terms were studied by
relying on the result from [4]. The paper [1] considers the case G ≡ 0 and Lu = Dα

θ u,
which is a Riesz-Feller operator with α ∈ ]1, 2] and |θ | ≤ min{α, 2−α}. In all cases, the
nonlinearity F is of bistable type such that (1.1) has exactly three homogeneous steady states
u ≡ uα with α ∈ {−,m,+}, where u± are stable while the middle state um is unstable.

In [1, 4, 10] it is shown that, under suitable technical assumptions,Eq. (1.1) admits traveling
fronts u(t, x) = U(x−ct) with U(ξ) → u± for ξ → ±∞, and that these solutions are even
stable up to translation. The crucial tool for the analysis in these papers are comparison
principles involving sub- and supersolutions that are flexible enough to survive nonlocal
operators with positive kernels and monotone operators. The only non-monotonicity occurs
in the local function u 	→ F(u).

All the above-mentioned papers treat the case that the nonlocality is in space, such that
the equation is local in time. Here we treat a similar type of equation but allow for memory
terms (nonlocality in time), namely the equation

u̇(t, x) = Duxx (t, x) + F(u(t, x)) +
∫ ∞

0
�̂(τ ) u(t−τ, x)dτ, t > 0, x ∈ R, (1.2)

with an integrable, nonnegative memory kernel �̂. Note that here the full history u(τ, ·) with
τ ∈]−∞, 0] needs to be specified as initial condition in order to solve for the solution u(t, ·)
with t > 0. In (1.2) a more general, nonlinear memory kernel of the type G

(
u, �̂∗S(u(τ, x))

)

could be treated as well (cf. Sect. 3.5), but we avoid this complexity to keep the main
arguments simple. Of course, memory terms of this type destroy any kind of comparison
principles, so the ideas in [1, 4, 10] cannot be applied directly. Traveling fronts in parabolic
equations with discrete time delay are treated in [28], but not including the bistable case
considered here.

However, introducing the auxiliarywave speedv ∈ R, we look at a corresponding equation
with spatial nonlocality, namely

u̇(t, x) = Duxx (t, x) + F(u(t, x)) +
∫ ∞

0
�̂(τ ) u(t, x+vτ)dτ, t > 0, x ∈ R.

(1.3)

According to [1, 4, 10], this nonlocal equation has now traveling fronts if the function
Fγ : u 	→ F(u) + γ u with γ = ∫ ∞

0 �̂(τ ) dτ is a bistable nonlinearity and the associated
fronts will have a wave speed c = C(v). In [4, 27] the (spatial kernel) J is assumed to
satisfy J ∈ C1(R) with J ′ ∈ L1(R) and the evenness condition J (−s) = J (s). Since we
have the leading diffusion term Duxx we can generalize to the case needed for us, namely
�̂(τ ) = 0 for τ < 0 for having causality in (1.2). Otherwise we only need �̂ ∈ C0([0,∞[),
�̂(τ ) ≥ 0, and

∫ ∞
0 (1+τ)�̂(τ ) dτ < ∞, which still matches the assumptions in [10]. In

particular, exponential sums as in (1.5) are allowed.
Themain observation is now that in the special casev = C(v) the travelingwave u(t, x) =

U(x−vt) of (1.3) also solves the original memory equation (1.2), see Proposition 2.1. Hence,
existence of traveling fronts for the memory equation (1.2) will be established by providing
conditions that guarantee that the function v 	→ C(v) has a fixed point. Indeed, we again
use the comparison principles devised in [4, 10] for the spatially nonlocal equation (1.3) to
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derive continuity of C and certain monotonicities. After providing suitable a priori estimates
for the front speeds (see Theorem 2.5), our main result Theorem 2.8 shows that the memory
equation (1.2) has always a traveling front if Fγ : u 	→ F(u) + γ u is a bistable nonlinearity.
Unfortunately, we are not able to transfer the asymptotic stability result of [10,Thm.5.1] to
the traveling fronts in the memory equation (1.2). In Corollary 2.10 we provide bounds on
the associated wave speed in terms of the wave speed of the local equation with nonlinearity
Fγ .

In Sect. 3 we discuss several derivations of the memory equation from classical reaction–
diffusion systems. In all cases, the memory appears by a coupling to ODEs or PDEs acting
locally in x ∈ R but induce memory through its internal dynamics. The simplest case occurs
in the coupled PDE-ODE system considered extensively in [17]:

u̇ = Duxx + F(u) +
nm∑

i=1

aiwi , ẇi = −λiwi + bi u for i = 1, . . . , nm, (1.4)

where ai , bi , and λi are fixed real parameters with λi > 0. Clearly, the linear ODEs can be
solved by wi (t) = ∫ ∞

0 e−λi τ bi u(t−τ)dτ , and we obtain (1.2) with

�̂(τ ) =
nm∑

i=1

e−λi τ ai bi , giving γ =
∫ ∞

0
�̂(τ )dτ =

nm∑

i=1

ai bi

λi
. (1.5)

For the details about the connection between (1.4) and (1.2) we refer to Sect. 3.1.
We emphasize that our theory is applicable also in cases where some of the products ai bi

are negative, as long as �̂ is nonnegative. We also discuss possible nonlinear couplings that
still allow for the application of [10].

A second motivation for deriving memory equations is the study of traveling pulses and
fronts in situationswhere the coefficients in the system are rapidly oscillating, thusmodeling a
periodic heterogeneousmediumon amicroscopic scale. In the following, the homogenization
parameter ε > 0 denotes the ratio between the characteristic length scales of the microscopic
and macroscopic structure. A typical system considered in Sect. 3.2 is the heterogeneous
FitzHugh-Nagumo system

u̇ = (
Du(

1
ε

x)ux
)

x + F( 1
ε

x, u) + α
( 1

ε
x
)
w,

ẇ = (
ε2Dw( 1

ε
x)wx

)
x − λ̂

( 1
ε

x
)
w + β

( 1
ε

x
)
u,

(1.6)

where all dependence on 1
ε

x is assumed to be 1-periodic. Of course, exact traveling waves
cannot exist, but one still expects periodically modulated pulses and fronts traveling through
the heterogeneous medium. Indeed, there exists a vast literature on the study of traveling
fronts for reaction–diffusion equations in continuous periodic media, e.g. [3, 19], fronts in
discrete periodic media [9, 16], and fronts in perforated domains [18]. We refer to [29] for
a review including references to earlier works. Most of the latter results share a common
approach based on comparison principles, and so do we. However, our approach also allows
for systems of reaction–diffusion equations.

In [23] reaction–diffusion systems are studied and exponential averaging is used to show
that traveling wave solutions can be described by a spatially homogeneous equation and
exponentially small remainders. The approach based on center-manifold reduction in [6]
applies to traveling waves in parabolic equations and, moreover, the authors prove the exis-
tence of a generalized oscillating wave that converges to a limiting wave. We point out that
all previously mentioned articles study limit problems of “one-scale” nature, in contrast to
[17] and the present work where traveling pulses in “two-scale FitzHugh–Nagumo systems”
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are investigated, see Sect. 3.3. According to Theorem 3.1, the solutions (uε, wε) of (1.6)
converge to the solution (U , W ) of the two-scale system

U̇ (t, x) = Deff
u Uxx (t, x) +

∫

T

F(y, U (t, x))dy +
∫

T

α(y)W (t, x, y)dy,

Ẇ (t, x, y) = (
Dw(y)Wy(t, x, y)

)
y − λ̂(y)W (t, x, y) + β(y)U (t, x),

(1.7)

where the microscopic variable y lies in the circle T = R/Z. The importance of the two-scale
system (1.7) is that themicroscopic variable y decouples from themacroscopic space variable
x such that this system admits exact traveling waves of the form (U (x−ct), W (x−ct, y)).
Moreover, the coupling from U to W and its feedback are local in x ∈ R and hence can be
captured in spatially local memory terms as in (1.3).

The paper is structured as follows. In Sect. 2 we develop our existence result for traveling
fronts for the memory equation (1.2), see Theorem 2.8 which relies on the comparison
principle in the spirit of [1, 4, 10] and on new a priori bounds for the front speed c in
Theorem 2.5. In Sect. 3 we first present the derivation of memory equations from coupled,
but homogeneous systems, and secondly we show that two-scale homogenization can be used
to derive effective two-scale limits, which again lead to the same memory equation. Finally,
Sect. 4 compares the abstract theory with numerical results in the special case that F is the
classical bistable cubic polynomial −u(u−a)(u−1) with a ∈ ]0, 1[ and the memory kernel
is simply given by �̂(τ ) = γ e−τ with γ = −β > 0.

2 Existence of Traveling Fronts

We first describe the setup and the assumptions for our theory in Sect. 2.1. In Sect. 2.2 we
introduce the spatially nonlocal equationwith the auxiliary speedv and show that for traveling
fronts these equations are related. The main technical part are Sects. 2.3 and 2.4 where we
exploit the comparison principles developed in [4, 10]. The main results are presented in
Sect. 2.5, where we also discuss potential generalizations.

2.1 Setup of theMemory Equation and Assumptions

In all of Sect. 2 we study the Nagumo-type reaction–diffusion equation (cf. [20, 24]) with
linear memory term in the form

u̇(t, x) = Duxx (t, x) + F(u(t, x)) + γ

∫ ∞

0
�(τ)u(t−τ, x)dτ. (2.1)

Here, the nonnegative memory kernel � is normalized, and hence satisfies

� ∈ C0([0,∞[), �(τ) ≥ 0 for all τ ≥ 0,
∫ ∞

0
�(τ)dτ = 1. (2.2)

To formulate the precise conditions on the bistable nonlinearity F we introduce the tilted
function

Fγ (u) = F(u) + γ u for u ∈ R.

Hypotheses (H)
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(H1) We have F ∈ C2(R) and there exists γ∗ > 0 such that for all γ ∈ [0, γ∗] the function
Fγ has exactly three zeros, which we assume to be uγ

− < uγ
m < uγ

+ and which satisfy
F ′

γ (uγ
−) < 0, F ′(uγ

m) > 0, and F ′
γ (uγ

+) < 0.

(H2) The memory kernel � satisfies (2.2) and ĝ1 := ∫ ∞
0 �(τ)τ dτ < ∞.

The assumptions imply that the three constant functions u(t, x) = uγ
α with α ∈ {−,m,+}

are indeed trivial solutions for (2.1). The solutions uγ
± will be stable, while themiddle solution

uγ
m is unstable. Our aim is to show the existence of nontrivial traveling fronts u(t, x) =

U(x−ct) connecting the two stable levels uγ
±, namely U(ξ) → uγ

± for ξ → ±∞. Of course,
then also a reflected traveling front u(t, x) = U refl(x−creflt) exists satisfying U refl(ξ) → uγ

∓
for ξ → ±∞. Indeed, using the reflection symmetry x → −x of (2.1) gives U refl(ξ) =
U(−ξ) and crefl = −c.

2.2 TravelingWaves for the Auxiliary Equation

The works in [1, 4, 10] allow for nonlocal terms in the reaction–diffusion equation, but only
for spatial nonlocality and not for temporal one. However, for traveling waves space and time
coincide up to a scaling, sowe look at an auxiliary problem,wherewe choose a corresponding
spatial nonlocality. For this we have to choose an auxiliary wave speed v and arrive at the
auxiliary problem with spatial nonlocality:

˙̃u(t, x) = Dũxx (t, x) + F (̃u(t, x)) + γ

∫ ∞

0
�(τ) ũ(t, x+vτ)dτ. (2.3)

The basis of our theory is the following simple proposition that connects the existence of
traveling waves for the original problem with that of the auxiliary one.

Proposition 2.1 If (2.3) has a bounded traveling-wave solution ũ(t, x) = U(x−ct) and
the wave speed c matches the auxiliary speed v occurring as a parameter in (2.3), then
u(t, x) = U(x−vt) is also a solution of (2.1).

Proof Obviously, the partial derivatives and the local function F(u) in (2.3) and (2.1) coin-
cide, so it remains to match the integral terms. The straightforward calculation

∫ ∞

0
�(τ) ũ(t, x+vτ)dτ =

∫ ∞

0
�(τ)U(x+vτ − ct)dτ

v=c=
∫ ∞

0
�(τ)U(x − v(t−τ))dτ =

∫ ∞

0
�(τ) u(t−τ, x)dτ,

relying strongly on c = v, turns the spatial nonlocality into a temporal memory. This gives
the desired result. �


The above result does not specify the form of the traveling wave, hence it is applicable to
traveling pulses, traveling fronts, or to (quasi-)periodic wave trains.

2.3 Comparison Principles for the Auxiliary Equation

We are now in a position to apply the general theory for nonlocal parabolic equations as
developed in [1, 10] to our auxiliary problem (2.3) for γ ∈ [0, γ∗]. For this, we define the
nonlinear operator u 	→ Aγ,v[u] via

Aγ,v[u](x) := Duxx (x) + F(u(x)) + γ

∫ ∞

0
�(τ) u(x+vτ)dτ (2.4)
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in the notation of [10]. We first observe the relationAγ,v[λ1] = Fγ (λ)1 for all λ ∈ R, where
1 denotes the constant function u(x) = 1. Moreover, the Fréchet derivative reads

(
A′

γ,v[u](ϕ)
)
(x) = Dϕxx (x) + F ′(u(x))ϕ(x) + γ

∫ ∞

0
�(τ) ϕ(x+vτ)dτ.

Hence, we obtain
(
A′

γ,v[u+v](1))(x) − (
A′

γ,v[u](1))(x) = F ′(u(x)+v(x)) − F ′(u(x)).

With this and the assumption F ∈ C2(R) from (H1), the two assumptions (A1) and (A3) in
[10,Sect. 2] are satisfied.

The crucial and nontrivial assumption (A2) in [10] concerns the strong comparison prin-
ciple and is the content of part (I) of the following proposition. As the existence result for
traveling fronts relies on the even stronger, quantitative version (C2) in [10] we add this
version in part (II). To formulate it we introduce the notion of super- and subsolutions for
(2.3): We call u∗ a supersolution and u∗ a subsolution if the relations u̇∗ −Aγ,v[u∗] ≥ 0 and
u̇∗ − Aγ,v[u∗] ≤ 0 hold for all (t, x) ∈ ]0,∞[×R, respectively.

Proposition 2.2 (Strong comparison principles) Let the Hypotheses (H1)–(H2) and γ ∈
[0, γ∗] hold.

(I) If u∗ is a bounded supersolution and u∗ is a bounded subsolution of (2.3) such that
u∗(0, ·) ≥ u∗(0, ·) and u∗(0, ·)−u∗(0, ·) �≡ 0, then we have u∗(t, ·) � u∗(t, ·) for all
t > 0.

(II) There exists a positive continuous function η : ]0,∞[×[0,∞[ → ]0,∞[ such that for
all u∗ and u∗ as in (I) we have the quantitative maximum principle as follows:

u∗(t, x) − u∗(t, x) ≥ η(t, |x |)
∫ 1

0

(
u∗(0, y)−u∗(0, y)

)
dy for all (t, x) ∈ ]0,∞[×[0,∞[.

Proof We follow some ideas in the proof of [10,Thm.5.1] for establishing condition (C2).
By assumption the difference w(t, x) := u∗(t, x) − u∗(t, x) satisfies w(0, ·) ≥ 0 and

ẇ ≥ Dwxx + F(u∗) − F(u∗) + Jw with (Jw)(t, x) := γ

∫ ∞

0
�(τ)w(t, x+vτ)dτ.

Step 1 We show by contradiction that the inequality ˙̃w ≥ Dw̃xx + Jw̃ implies w̃ ≥ 0. For
this, we set K := 4γ∗+4D with γ∗ from (H1). By assuming w̃ � 0, there exist δ > 0 and
T > 0 such that w̃(t, x) > −δeK t for t ∈ [0, T [ and infx∈R w̃(T , x) = −δeK T . Without
loss of generality, we may assume w̃(T , 0) < − 3

4δe
K T .

Next we define the comparison function ϕσ (t, x) := −( 12 + σ z(x)) δeK t with z(x) =
1+3x2

1+x2
, where the parameter σ > 0 will be fixed later. On the one hand, using z ≥ 1 we have,

for σ ≥ 1
2 , the estimate

ϕσ (t, x) ≤ −( 1
2 + 1

2 1
)
δ eK t = −δeK t ≤ w̃(t, x)

for all t ∈ [0, T ] and x ∈ R. On the other hand, using z(0) = 1 for σ = 1/4 we find

ϕ1/4(T , 0) = −( 1
2 + 1

41
)
δ eK T = − 3

4δe
K T > w̃(T , 0).

We define σ∗ as follows:

σ∗ := inf � with � := {
σ > 0

∣∣ ∀ (t, x) ∈ [0, T ]×R : ϕσ (t, x) ≤ w̃(t, x)
}

and observe that the above estimates imply σ∗ ∈ ] 14 , 1
2 ]. By continuity, we see that � is

closed, hence σ∗ ∈ �, which implies σ∗ > 1
4 . Using z(x) > 2 for |x | > 1, for all σ ≥ 1

4 we
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have ϕσ (t, x) < −( 12 + 1
42)δe

K t ≤ w̃(t, x). Hence, for σ ∈ [ 14 , σ∗[ ⊂ R \ � there exists
(tσ , xσ ) ∈ [0, T ]×[−1, 1] such that ϕσ (tσ , xσ ) ≥ w̃(tσ , xσ ).

By the continuity of w and (σ, t, x) 	→ ϕσ (t, x) and by compactness of [0, T ]×[−1, 1],
we hence find (t∗, x∗) ∈ [0, T ]×[−1, 1] such that ϕσ∗(t∗, x∗) ≥ w̃(t∗, x∗). Obviously, we
have t∗ > 0, but t = T may be possible. However σ∗ ∈ � means ϕσ∗(t, x) ≤ w̃(t, x) for all
(t, x) ∈ [0, T ]×R. Thus, we conclude w̃(t∗, x∗) = ϕσ∗(t∗, x∗), w̃x (t∗, x∗) = ∂xϕσ∗(t∗, x∗),

w̃xx (t∗, x∗) ≥ ∂2x ϕσ∗(t∗, x∗), and

{ ˙̃w(t∗, x∗) = ϕ̇σ∗(t∗, x∗) for t∗ ∈ ]0, T [,
˙̃w(t∗, x∗) ≤ ϕ̇σ∗(t∗, x∗) for t∗ = T .

Using (H2) (nonnegativity of �) and γ ∈ [0, γ∗] together with the inequalities (i) 3
4 ≤

1
2 + σ∗z(x∗) and (ii) 1

2 + σ∗z(x) ≤ 2 for all x ∈ R, the following chain of inequalities for
the particular point (t∗, x∗) holds:

− 3
4δK eK t∗ (i)≥ −( 1

2 + σ∗z(x∗)
)
δK eK t∗ = ϕ̇σ∗(t∗, x∗)

≥ ˙̃w(t∗, x∗) ≥ Dw̃xx (t∗, x∗) + (
Jw̃

)
(t∗, x∗)

w≥ϕσ∗≥ D∂2x ϕσ∗(t∗, x∗) + γ
∫ ∞
0 �(τ) ϕσ∗(t∗, x∗+vτ)dτ

(ii)≥ −Dσ∗z′′(x∗)δeK t∗ − 2γ δeK t∗ ≥ −(
2D + 2γ∗)δeK t∗ = − 1

2 δK eK t∗ ,

where we used z′′(x) ≤ 4 and σ∗ ≤ 1
2 and the definition of K = 4γ∗+4D. Thus, we have

reached a contradiction and the assertion w̃ ≥ 0 is proven.
Step 2 By assumption u∗(t, x) and u∗(t, x) are bounded and hence attain values in

the bounded interval [−Cmax,Cmax] for some constant Cmax. Therefore, we have F(u∗) −
F(u∗) ≥ −K0w with K0 := min|u|≤Cmax |F ′(u)| > 0 and conclude

ẇ ≥ Dwxx + F(u∗) − F(u∗) + Jw ≥ Dwxx − K0w + Jw.

Defining the function w̃(t, x) = eK0tw(t, x) and using Jw̃ = eK0tJw we find ˙̃w ≥ Dw̃xx +
Jw̃. Thus, Step 1 implies w(t, x) = e−K0t w̃(t, x) ≥ 0, which is the weak comparison
principle.

Finally, we use that w(0, ·) is nonnegative and not identical to 0. Hence, the solution ψ

of the linear equation ψ̇ = Dψxx − K0ψ with ψ(0, x) = w(0, x) is strictly positive, as it
is given by ψ(t, ·) = e−K0t HD(t)∗w(0, ·), where HD(t) is the strictly positive heat kernel.
We now set W = eK0t (w−ψ) and obtain W (0, ·) ≡ 0 and

Ẇ = eK0t(ẇ + K0w − ψ̇ − K0ψ
) ≥ eK0t(Dwxx + Jw − Dψxx

) ≥ DWxx ,

where we used Jw ≥ 0 because of w ≥ 0 from above and � ≥ 0 from (H2). As in Step 1
(with J = 0) we obtain W ≥ 0 and conclude

u∗(t, x) − u∗(t, x) = w(t, x) ≥ ψ(t, x) > 0 for all t > 0 and x ∈ R.

This is the desired strong comparison principle (I).

Step 3 To obtain the quantitative strong maximum principle, we simple estimate the
function ψ introduced at the end of the previous step. From ψ̇ = Dψxx − K0ψ and
ψ(0, x) = w(0, x) we obtain, for all t > 0 and x ∈ R,

ψ(t, x) = e−K0t
∫

R

HD(t, x−y)ψ(0, y)dy ≥ e−K0t
∫ 1

0
HD(t, x−y)ψ(0, y)dy
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≥ e−K0t min
{

HD(t, z)
∣
∣ z ∈ [x−1, x] }

∫ 1

0
w(0, y)dy.

With this and u∗ − u∗ = w ≥ ψ we easily obtain

u∗(t, x) − u∗(t, x) ≥ ψ(t, x) ≥ η(t, |x |)
∫ 1

0

(
u∗(0, y)−u∗(0, y)

)
dy

with η(t, |x |) = e−K0t 1
(4π Dt)1/2

e−(|x |+1)2/(4Dt) > 0. Hence, part (II) is established. �

As an important technical tool we obtain the following simple result concerning the speed

of traveling fronts.

Proposition 2.3 (Comparison of speeds) Assume that the auxiliary equation (2.3) has a
monotone traveling front u(t, x) = U(x−ct). If there is a monotone traveling-front subso-
lution v∗(t, x) = V∗(x−c∗t) satisfying

lim
ξ→−∞ V∗(ξ) < lim

ξ→−∞U(ξ) < lim
ξ→+∞ V∗(ξ) < lim

ξ→+∞U(ξ), (2.5a)

then we have c ≤ c∗. If there is a monotone traveling-front supersolution v∗(t, x) =
V ∗(x−c∗t) satisfying

lim
ξ→−∞U(ξ) < lim

ξ→−∞ V ∗(ξ) < lim
ξ→+∞U(ξ) < lim

ξ→+∞ V ∗(ξ), (2.5b)

then we have c ≥ c∗.

Proof It suffices to show the result for the subsolution, since the proof for the supersolutions
is analogous.

As the limits of V∗ and U at ξ = ±∞ are strictly ordered, we can shift V∗ to the right
to make it smaller for t = 0. More precisely, by (2.5a) we find R > 0 such that V∗(ξ) <

U(−∞) := limξ→−∞ U(ξ) for all ξ ≤ −R and U(ξ) > V∗(∞) for ξ ≥ R. With this and
the monotonicities we obtain V∗(ξ−2R) ≤ V∗(∞) < U(ξ) for all ξ ≥ R, and for ξ ≤ R we
have ξ−2R ≤ −R and find V∗(ξ−2R) < U(−∞) ≤ U(ξ).

With this, we set u∗(t, x) = U(x−ct) and u∗(t, x) = V∗(x−2R−c∗t) and find u∗(0, x) =
U(x) > V∗(x−2R) = u∗(0, x). The comparison principle in Proposition 2.2 now implies

u∗(t, x) = U(x−ct) > V∗(x−ξ−c∗t) = u∗(t, x) for all t ≥ 0 and x ∈ R. (2.6)

Now we assume c > c∗, insert x = 1
2 (c+c∗)t into (2.6), and take the limit t → ∞.

This leads to limξ→−∞ U(ξ) ≥ limξ→+∞ V∗(ξ), which contradicts the middle assumption
in (2.5a). Hence the assumption c > c∗ is false and c ≤ c∗ is established. �


2.4 Existence of Traveling Fronts for the Auxiliary Equation

We are now in the position to formulate our result concerning the existence of traveling fronts
in the auxiliary equation (2.3). The proof will be a direct application of the corresponding
result [10,Thm.5.1] for spatially nonlocal equations. We obtain a two-parameter family Uγ,v

of traveling fronts depending on the auxiliary speed v ∈ R and the strength γ ∈ [0, γ∗] of
the nonlocal term.

Proposition 2.4 Let the Hypotheses (H1) and (H2) hold and let γ ∈ [0, γ∗]. Then, for all
v ∈ R there exists a unique (up to translation) traveling-front solution

ũ(t, x) = Uγ,v
(
x−ct

)
solving(2.3) with wave speed c = C(γ,v),
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which is characterized by (where ξ = x−ct)

−cU ′
γ,v(ξ) = D U ′′

γ,v(ξ) + F(Uγ,v(ξ)) + γ

∫ ∞

0
�(τ)Uγ,v(ξ+vτ)dτ, (2.7a)

Uγ,v(ξ) → uγ
− for ξ → −∞ and Uγ,v(ξ) → uγ

+ for ξ → +∞. (2.7b)

These traveling fronts satisfy the properties

Uγ,v ∈ C2(R), U ′
γ,v(ξ) > 0 on R, U ′

γ,v(ξ) → 0 as |ξ | → ∞. (2.8)

Moreover, they are globally asymptotically stable in the following sense: There exists κ > 0
such that for all solutions u of (2.3) satisfying

∀ x ∈ R : uγ
− ≤ u(0, x) ≤ uγ

+, lim inf
x→+∞ u(0, x) > uγ

m, lim sup
x→−∞

u(0, x) < uγ
m, (2.9)

there exist constants ξ and K (depending on u(0, ·)) such that

‖u(t, ·) − Uγ,v( · −ct+ξ)‖L∞(R) ≤ K e−κt for t ≥ 0. (2.10)

Proof For the evolution equation u̇ = Duxx + G(u, J∗S(u)) in [10,Eqn. (5.1)], we distin-
guish the cases v = 0 and v �= 0. In the former case, there is no nonlocal term, and we set
G(u, p) = F(u) + γ u and J ≡ 0. In the latter case we identify the quantities

G(u, p) = F(u) + γ |v| p, S(u) = u, J (y) = 1

|v| �
(− y

v

)
,

where �(τ) = 0 for τ < 0 is assumed. In particular, we have J ≥ 0,
∫
R

J (y) dy = 1, and
(J ∗ u)(x) = ∫

R
J (x−y)u(y)dy = ∫ ∞

0 �(τ)u(x+vτ)dτ .
It remains to verify the Assumptions (D1)–(D4) of [10,Thm.5.1], which are shown to

hold for v = 0 (rather trivially) as well as for v �= 0:

(D1) Clearly, the operatorAγ,v defined in (2.4) is translation invariant,Aγ,v[u( · +h)](x) =
Aγ,v[u(·)]( · +h) for all h ∈ R. The desired properties of the function Fγ : u 	→
F(u) + γ u characterized by Aγ,v(λ1) = Fγ (λ)1 follow directly from (H1).

(D2) The condition (D2) in [10,Sec. 5.1] on J is stronger than our condition (H2) on �

because it additionally asks J ∈ C1(R) and
∫
R

|J ′(y)| dy < ∞. However, a close
inspection of the proof of [10,Thm.5.1] reveals that these additional conditions are not
needed in our case D > 0. Indeed, (D2) is used to derive (C2) and (C4) there. However,
(C2) is the strong comparison principle, which holds according to Proposition 2.2(II),
while (C4) follows from classical parabolic regularity theory because of D > 0.

(D3) The function G(u, p) = F(u)+γ |v|p and S(u) = u are “smooth” with ∂pG(u, p) =
γ ≥ 0 and S′(u) = 1 > 0. A check of [10] shows that “smoothness in (D3)” means
that G and S are C1 functions and that [10,Eqn. (4.3)] in (C3) can be deduced. The
latter follows from our assumption F ∈ C2(R) in (H1).

(D4) This holds because of D > 0.

Therefore, [10,Thm.5.1] yields the desired existence of traveling fronts. Because we have
D > 0 we immediately obtain U ∈ C2(R) by using (2.7a). �


The comparison principle is not only useful for establishing existence and uniqueness
of traveling fronts. It will also be essential to derive qualitative properties of the function
(γ,v) 	→ C(γ,v). We first derive upper and lower bounds for C and then its continuity,
which will be crucial to construct traveling fronts for the memory equation (2.1). The ideas
of the proof follow [10,Lem.3.2 & Thm.3.5], but they are muchmore explicit, thus providing
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Fig. 1 We show how Fγ needs to
be estimated from above and
below to obtain the upper and
lower bounds in Theorem 2.5 for
the speed of traveling fronts Uγ,v
for the nonlocal equation (2.3)

u

Fγ(u)

uγ
−

uγ
m

uγ
+

a∗ b∗

−Φ∗

a∗b∗

Φ∗

realistic bounds by assuming reasonable bounds for Fγ . In Fig. 1 we display the way in which
Fγ needs to be estimated.

Theorem 2.5 (Bounds on the front speed) Let the Hypotheses (H1) and (H2) hold and fix
γ ∈ [0, γ∗] and v ∈ R. Assume further that Fγ satisfies the estimates

Fγ (u) ≥ −�∗ for u ∈ [uγ
−, uγ

m] and Fγ (u) ≤ �∗ for u ∈ [uγ
m, uγ

+],
∃ a∗, b∗ ∈ [uγ

m, uγ
+] ∃ α∗ > 0 : a∗ < b∗ and Fγ (u) ≥ α∗(u−a∗) for u ∈ [a∗, b∗],

∃ a∗, b∗ ∈ [uγ
−, uγ

m] ∃ α∗ > 0 : b∗ < a∗ and Fγ (u) ≤ α∗(u−a∗) for u ∈ [b∗, a∗].
(2.11)

Then, the speed c = C(γ,v) of the traveling front Uγ,v satisfies

v ≥ 0 : − max
{( �∗ D

b∗−a∗
)1/2

,
�∗γ ĝ1v

α∗(b∗−a∗)

}
− γ ĝ1v ≤ C(γ,v) ≤

( �∗ D

uγ
+−uγ

m

)1/2
,

(2.12a)

v ≤ 0 : −
( �∗ D

uγ
m−uγ

−

)1/2 ≤ C(γ,v) ≤ max
{( �∗ D

b∗−a∗

)1/2
,

�∗γ ĝ1|v|
α∗(b∗−a∗)

}
+ γ ĝ1|v|

(2.12b)

with ĝ1 = ∫ ∞
0 τ�(τ)dτ > 0 from (H2).

Proof We construct suitable traveling fronts as subsolutions V∗ and supersolutions V ∗ with
speeds c∗ and c∗, respectively. The comparison principle for the travel speeds in Proposi-
tion 2.3 gives the desired result c∗ ≤ c ≤ c∗.

Choosing a small δ > 0 and a positive slope m > 0, we set ξ∗ := (a∗−uγ
−)/m > 0 and

λ∗ := m/(b∗−a∗) and define the function V∗ in the specific form

V∗(ξ) =
⎧
⎨

⎩

uγ
− − δm for ξ ≤ −δ,

uγ
− + mξ for ξ ∈ [−δ, ξ∗],

b∗ − (b∗−a∗) e−λ∗(ξ−ξ∗) for ξ ≥ ξ∗.

Hence, we have V∗ ∈ C0(R) and V∗ ∈ C1(R \ {−δ}). Actually V∗ could be smoothed
out in Iδ := [−2δ,−δ/2] such that it lies in C2(]−∞, ξ∗[) with V ′′∗ (ξ) ≥ 0 for ξ < ξ∗.
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Similarly, the jump in ξ 	→ V ′′∗ (ξ) at the point ξ = ξ∗ with limits V ′′∗ (ξ∗−0) = 0 and
V ′′(ξ∗+0) = −m2/(b∗−a∗) can be smooth out in a continuous and monotone fashion in
an interval ]ξ∗−ε, ξ∗+ε[ such that the changes on V∗ are only of order ε as well. These
smoothenings will not destroy the property of a subsolution derived below.

A main observation is the monotonicity V ′∗(ξ) ≥ 0 and that V∗ and Uγ,v satisfy the
ordering conditions (2.5a) for the limits at ξ = ±∞. It remains to be shown that there is
a speed c∗ such that u∗(t, x) = V∗(x−c∗t) is a subsolution. To obtain this, we proceed as
follows (using ξ = x−c∗t):

u̇∗(ξ) − Aγ,v[u∗](ξ) = −c∗V ′∗(ξ) − DV ′′∗ (ξ) − Fγ

(
V∗(ξ)

) − Lγ,v[V∗](ξ)

with Lγ,v[w](ξ) := γ

∫ ∞

0
�(τ)

(
w(ξ+vτ) − w(ξ)

)
dτ.

For v ≥ 0 we have Lγ,v[V∗] ≥ 0 because of the monotonicity of V∗ and the nonnegativity
of �. Hence, we can drop −Lγ,v[V∗] when showing that u∗ is a subsolution.

For v < 0 we estimate 0 ≤ −Lγ,v[V∗](ξ) from above by considering two regimes for ξ

separately: For ξ ≤ −δ we have Lγ,v[V∗](ξ) = 0 since V∗ is constant on ]−∞,−δ]. For
ξ > −δ we use V ′∗(ξ) ∈ [0, m] and obtain

0 ≤ −Lγ,v[V∗](ξ) ≤ −γ

∫ ∞

0
�(τ)vτm dτ = gvm with gv := γ ĝ1 max{−v, 0}.

We derive the conditions that m and c∗ have to satisfy in order to guarantee that V∗ is
indeed a subsolutions. For this we estimate u̇∗(ξ) −Aγ,v[u∗](ξ) from above on the separate
domains and collect the corresponding conditions:

ξ < −δ : − c∗ · 0 − D · 0 − Fγ

(
uγ

−−δm
) − 0 ≤ 0,

ξ ∈ ]−δ, ξ∗[ : − c∗ · m − D · 0 + �∗ + m gv ≤ 0,

ξ > ξ∗ : (b∗−a∗)
(
(−c∗λ∗ + λ2∗ D + α∗)e−λ∗(ξ−ξ∗) − α∗

) + m gv ≤ 0.

The first condition is always true because Fγ (u) > 0 for u < uγ
−. For the second condition

we simply choose c∗ ≥ �∗/m + gv, where m is still to be determined.
Hence, it remains to analyze the third condition. For v ≥ 0, the last term vanishes and the

terms multiplying α∗ are nonpositive. Hence, it suffices to take c∗ ≥ λ∗ D = m D/(b∗−a∗).
Together with c∗ ≥ �∗/m we can choosem optimally and find that c∗ = (

�∗ D/(b∗−a∗)
)1/2

guarantees that V∗ is a subsolution. Surprisingly, the result does not depend on the slope
α∗ > 0, hence we may optimize a∗ and b∗ by pushing them to their limits uγ

m and uγ
+,

respectively. Thus, we obtain the upper estimate for c in (2.12a).
For v < 0 the term mgv > 0 can only be compensated by α∗(b∗−a∗). Setting m =

θα∗(b∗−a∗)/gv we can rewrite the third condition in the form

α∗(b∗−a∗)
(( − c∗ θ

gv
+ α∗θ2D

g2v
+ 1

)
e−λ∗(ξ−ξ∗) − 1 + θ

)
≤ 0.

Together with the second condition it remains to satisfy

c∗ ≥ max
{ 1

θ
�∗gv

α∗(b∗−a∗) + gv , θ α∗ D
gv

+ gv
}
.

For g2
v�∗ < α2∗(b∗−a∗)D we find an optimal θ ∈ ]0, 1[, whereas otherwise the first term

in the maximum dominates and θ = 1 gives the smallest bound for c∗. This establishes the
upper estimate in (2.12b).

To obtain the lower estimates, we construct a supersolution in a completely analogous
fashion. We emphasize that now we need to estimate −Lγ,v[V ∗] from below. Since we still
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have (V ∗)′(ξ) > 0, we find−Lγ,v[V ∗](ξ) ≥ 0 for v ≤ 0, which is now the easy case leading
to the simple lower bound in (2.12b). For v > 0 we then use −Lγ,v[V ∗](ξ) ≥ −vγ ĝ1 m
and obtain the lower bound in (2.12a). �

Lemma 2.6 Let the Hypotheses (H1) and (H2) hold. Then, the function C : [0, γ∗]×R → R

is continuous.

Proof Consider a sequence (γn,vn)n∈N with (γn,vn) → (γ,v) as n → ∞. According to
Proposition 2.4, for all n ∈ N there exists a unique traveling front un(t, x) = Un(x−cnt) for
(2.3) with cn = C(γn,vn).

Step 1 Uniform bounds for the sequence (cn,Un). Since (Un)n∈N is a traveling front,
we have uγn− < Un(ξ) < uγn+ . By (H1) and the form Fγ (u) = F(u) + γ u, the mappings
γ 	→ uγ

± are uniformly continuous and hence bounded, i.e. there exists U∗ > 0 such that
−U∗ ≤ uγ

− < uγ
+ ≤ U∗ for all γ ∈ [0, γ∗]. Hence, ‖Un‖L∞ ≤ U∗ and there exists R∗ > 0

such that |F(u)| ≤ R∗ for all u ∈ [−U∗, U∗].
Moreover, we can apply the speed bounds for cn = C(γn,vn) from Theorem 2.5 to show

that |cn | ≤ C0. Indeed, in a neighborhood of the limit (γ,v) we can choose the estimating
quantities �∗, a∗, b∗, �∗, a∗, and b∗ uniform for (γn,vn) for all n ≥ n0.

Next we show that Un is also bounded in H1
loc(R). For this we use Eq. (2.7a) in the form

− cnU ′
n = DU ′′

n + hn with hn(ξ) = F(Un(ξ)) + γn

∫ ∞

0
�(τ)Un(ξ+vnτ)dτ,

(2.13)

where now ‖hn‖L∞ ≤ H∗ for a suitable constant H∗. Moreover, we define the function
ψ0 ∈ C1(R) with ψ0(x) = (x2−1)2 for |x | ≤ 1 and ψ0(x) = 0 otherwise, which satisfies
the estimate ψ ′

0(x)2 ≤ 16ψ0(x). For arbitrary ζ∗ ∈ R we define the test function ψ : ξ 	→
ψ0(ξ−ζ∗) and test equation (2.13) with ψUn . Setting � = [ζ∗−1, ζ∗+1] this leads to the
estimate

�n,ζ∗ :=
∫

�

D|U ′
n |2ψ dξ = −

∫

�

D(U ′′
n Unψ + UnU ′

nψ ′)dξ

(2.13)=
∫

�

(
(hn+cnU ′

n)Unψ − DUnU ′
nψ ′)dξ

≤ H∗U∗‖ψ‖L1(4)+
∥∥(Dψ)1/2U ′

n

∥∥
L2(4)

∥∥cn(
ψ
D )1/2Un − ( D

ψ
)1/2ψ ′Un

∥∥
L2(4)

≤ 16
15 H∗U∗ + �

1/2
n,ζ∗

(( 16
15D

)1/2
C0U∗ + 8D1/2U∗

)
.

Since ζ∗ was arbitrary and Dψ(x) ≥ D/2 for |x | ≤ 1/2, we find the uniform estimate

sup
ζ∗∈R

∫ ζ∗+1/2

ζ∗−1/2
|U ′

n(ξ)|2 dξ ≤ 64
15D H∗U∗ + 8

D

( 16
15D C2

0U 2∗ + 64DU 2∗
)
,

which together with ‖Un‖L∞ ≤ U∗ is the desired uniform bound in H1
loc(R).

Inserting the last result into (2.13), we first obtain a uniform bound for Un in H2
loc(R), and

inserting again we find ‖U ′′
n ‖L∞ ≤ C2 < ∞ for all n ∈ N.

Step 2 Convergent subsequences and passage to the limit We can extract a subsequence
(not relabeled) such that cn → c and Un⇀U weakly in H1

loc(R). We also fix the translations
in such a way that Un(0) = uγn

m → uγ
m. Weak convergence in H1

loc(R) implies uniform
convergence on any compact interval K � R. Hence, we have Un(ξ) → U(ξ) for all ξ ∈ R

and U(0) = uγ
m in particular. Of course, the uniform bounds for Un imply U ∈ C1,Lip(R)

with ‖U ′′‖L∞ ≤ C2. Moreover, since all Un are nondecreasing, we have U ′(ξ) ≥ 0 as well.
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Testing theEq. (2.7a)with� ∈ C∞
c (R) and integrating over the arbitrarily chosen compact

subset K � R with sppt� ⊂ K yields
∫

K
−cnU ′

n�dξ =
∫

K

(
−DU ′

n�′ +
(

F(Un) + γn

∫ ∞

0
�(τ)Un(·+vnτ)dτ

)
�

)
dξ.

Exploiting the continuity of F and the locally uniform convergence Un → U , the limit
n → ∞ leads to

∫

K
−cU ′�dξ =

∫

K

(
− DU ′�′ +

(
F(U) + γ

∫ ∞

0
�(τ)U(·+vτ)dτ

)
�

)
dξ.

Thus, the pair (c,U) is a solution of (2.7a), which satisfies U(0) = uγ
m.

Step 3 Nontriviality of U We still need to show that U is not equal to the constant solution
uγ
m. Since we already know that U is monotone, the limits U± = limξ→±∞ U(ξ) exist. It

is easy to see that these limits satisfy Fγ (U±) = 0. Hence, it suffices to show U− � uγ
m

and U+ � uγ
m. For this, it is sufficient, to find a δ > 0 such that U ′

n(0) ≥ δ, which implies
U ′(0) ≥ δ > 0.

To show this, we consider the case vn ≤ 0 and estimate Un from above on ]−∞, 0], while
the case vn ≥ 0 is treated analogously by estimating Un from below on [0,∞[. Because of
γn → γ , we find f∗ > 0 such that Fγn (u) ≤ − f∗

uγn
m −uγn−

(u−uγn− )(uγn
m − u) ≤ 0 holds for all

u ∈ [uγn− , uγn
m ] and n ∈ N. Hence, using U ′

n ≥ 0 and vn ≤ 0 we obtain

DU ′′
n = −cnU ′

n − F(Un) − γn

∫ ∞

0
�(τ)Un(ξ+vnτ)dτ

≥ −|cn |U ′
n − Fγn (Un) ≥ −(|c|+1)U ′

n + f∗
uγn
m −uγn−

(Un−uγn− ) (uγn
m −Un). (2.14)

With this, we can compare the curve Cn : ξ 	→ (Un(ξ),U ′
n(ξ)) in the phase plane for

(U , U ′) with the curve C̃n generated by the solution Ũn of the ODE DU ′′ = −(|c|+1)U ′ +
f∗

uγn
m −uγn−

(U−uγn− ) (uγn
m −U ), satisfying Ũ ′

n ≥ 0 and (Ũn(ξ), Ũ ′
n(ξ)) → (uγn− , 0) for ξ → −∞.

The function Un has the expansion Un(ξ) = uγ
− + dneλnξ (1+o(1)) for ξ → −∞ with

dn > 0, where λn is the positive root of the characteristic equation Dλ2+cnλ+ F ′(uγn− ) = 0.
Hence, the former curve Cn leaves the point (uγn− , 0) to the right with positive slope λn > 0,
i.e. U ′ = λn(U−uγn− )+h.o.t. Similarly, the curve C̃n generated by the solution Ũn has the
expansionU ′ = λ̃n(U−uγn− )+h.o.t., where λ̃n is the positive root of Dλ2− (|c|+1)λ− f∗ =
0. Because of cn ≥ −(|c|+1) and F ′(uγn− ) ≤ − f∗ < 0 we have λn > λ̃n > 0, which implies
that the curve Cn lies above C̃n in a neighborhood of (uγn− , 0).

Because of the comparison (2.14) we know that Cn must stay above C̃n until both curves
hit the line U = uγn

m . Thus, choosing ξ̃n such that Ũn (̃ξn) = uγn
m = Un(0) and Ũn(ξ) < uγn

m
for ξ ≤ ξ̃n , we obtain U ′

n(0) ≥ Ũ ′
n(ξn), see also Fig. 2. By simple scaling we see that Ũn has

the form

Ũn(ξ) = uγn− + (
uγn
m −uγn−

)
Y (κ(ξ−ξn)) where Y ′′ + Y ′ − σY (1−Y ) = 0,

κ = |c|+1

D
, σ = f∗ D

(|c|+1)2
, Y (−∞) = 0, Y (0) = 1, Y ′(ξ) > 0.

With this, we arrive at the desired result

U ′
n(0) ≥ Ũ ′

n(ξn) = (
uγn
m −uγn−

)
κ Y ′(0) ≥ 1

2

(
uγ
m−uγ

−
)
κ Y ′(0) =: δ > 0.
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Fig. 2 Phase plane for (U , U ′)
displaying the stream plot of the
ODE U ′′ + cU ′ +
f∗(U−uγn− )(uγn

m −U ) = 0
together with the (red) curve
Cn : ξ 	→ (Un(ξ),U ′

n(ξ)) lying
above the unstable manifold of
(uγn− , 0) (black curve) (Color
figure online)

uγn
− uγn

m

U

U ′ Cn

In summary we have shown that the limit pair (c,U) satisfies the ODE (2.7a) as well as
the boundary conditions (2.7b). Hence, by the uniqueness in Proposition 2.4 we conclude
c = C(γ,v), and the desired continuity of C follows from (γn,vn) → (γ,v) and cn =
C(γn,vn) → c = C(γ,v). Indeed, the convergence along the chosen subsequence converts
into convergence of the full sequence, because the limit of any convergent subsequence of
(cn,Un) is uniquely determined. �


2.5 Traveling Fronts for theMemory Equation

According to Proposition 2.1, we obtain a traveling front for the memory equation (2.1) by
finding v ∈ R such that v = C(γ,v). To guarantee existence of such solutions, we derive
suitable bounds and monotonicity properties for the wave speed function C, where again the
comparison principle for sub- and supersolutions is useful, see Propositions 2.2 and 2.3 .
We recall our choice that all traveling fronts Uγ,v are increasing functions, i.e. they satisfy
Uγ,v(−∞) = uγ

− � uγ
+ = Uγ,v(∞).

Lemma 2.7 (Monotonicity of C) For all γ, γ̃ ∈ [0, γ∗] and all v, ṽ ∈ R, we have the
following implications:

(a) v ≤ ṽ �⇒ C(γ,v) ≥ C(γ, ṽ); (2.15)

(b) γ ≤ γ̃ and max{uγ
−, uγ̃

−} ≥ 0 �⇒ C(γ,v) ≥ C(γ̃ ,v). (2.16)

Proof Throughout the proof we set uγ,v(t, x) = Uγ,v
(
x−C(γ,v)t

)
and insert one traveling

front into the parabolic equation for the other front, thus obtaining a super- or a subsolution.
Then, Proposition 2.3 provides a comparison of the wave speeds.

Ad (a). We insert uγ ,̃v into the equation for uγ,v and obtain

u̇γ ,̃v−Aγ,v[uγ ,̃v] = u̇γ ,̃v−Aγ ,̃v[uγ ,̃v]︸ ︷︷ ︸
=0

+ P
(
x − C(γ, ṽ)t

)

with P(ξ) = γ

∫ ∞

0
�(τ)

(
Uγ ,̃v(ξ+ṽτ)−Uγ ,̃v(ξ+vτ)

)
dτ. (2.17)

Using �(τ) ≥ 0, γ ≥ 0, v ≤ ṽ, and U ′
γ ,̃v(ξ) > 0 (cf. (2.8)) we obtain P ∈ C0(R) and

strict positivity P(ξ) > 0 for all ξ ∈ R. Thus, we find u̇γ ,̃v − Aγ,v[uγ ,̃v] ≥ 0, i.e. uγ ,̃v is a
supersolution of u̇ = Aγ,v[u], whereas uγ,v is a (sub)solution.
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However, for applying Proposition 2.3 we need a monotone traveling supersolution v∗ :
(t, x) 	→ V ∗(x−C(γ, ṽ)t) with strictly higher limits than uγ,v, see (2.5b). We now show
that v∗

ε := ε + uγ ,̃v provides also supersolutions for all ε ∈ ]0, ε0[.
Indeed, a simple calculation (with ξ = x − C(γ, ṽ)t) shows

v̇∗
ε − Aγ,v[v∗

ε ] = P(ξ) + φε(ξ) with φε(ξ) = Fγ (Uγ ,̃v(ξ)) − Fγ (ε+Uγ ,̃v(ξ)).

On the one hand, from Uγ ,̃v(ξ) → uγ
± for ξ → ±∞ and F ′

γ (uγ
±) < 0 (see (H1)) we easily

find ε0 > 0 and � > 0 such that φε(ξ) ≥ 0 for ε ∈ [0, ε1] and |ξ | ≥ �. On the other hand,
we have |φε(ξ)| ≤ CFε because Fγ is C1 on [uγ

−, ε1+uγ
+]. The strict positivity of P implies

cP,� := min
{

P(ξ)
∣
∣ ξ ∈ [−�,�] } > 0, whence we find P(ξ) + φε(ξ) ≥ 0 for all ξ ∈ R

for all ε ∈ [0, ε0] with ε0 = min{ε1, cP,�/CF }.
In summary, Proposition 2.3 applies to v∗

ε0/2
, and the estimate v ≤ ṽ in (2.15) follows.

Ad (b). Assume uγ
− ≥ 0 such that uγ,v(t, x) ≥ uγ

− ≥ 0. We insert this solution into the
equation for uγ̃ ,v and obtain

u̇γ,v−Aγ̃ ,v[uγ,v] = u̇γ,v−Aγ,v[uγ,v]︸ ︷︷ ︸
=0

+(γ−γ̃ )

∫ ∞

0
�(τ)uγ,v(t, x+vτ)dτ. (2.18)

Since the integral is nonnegative, the assumption γ ≤ γ̃ implies that uγ,v is a subsolution
whereas uγ ,̃v is a (super)solution. Hence, (2.16) follows via Proposition 2.3 applied to vε∗ =
uγ,v − ε for sufficiently small ε > 0, see part (a).

If uγ
− < 0 we have uγ̃

− ≥ 0 by assumption (2.16). Interchanging the role of γ and γ̃ in
(2.18), we see that uγ ,̃v is a supersolution of u̇ = Aγ,v[u] and (2.15) follows again. �


Having collected all preliminary estimates, we can prove the existence of traveling fronts
for the original memory equation (2.1). Moreover, we are able to give bounds on the corre-
sponding wave speed.

Theorem 2.8 (Main existence result) Let the Hypotheses (H1) and (H2) hold. Then, for all
γ ∈ [0, γ∗] the equationc = C(γ,c) has a unique solutioncγ , and thus there exists a unique
(up to translation) traveling-front solution u(t, x) = Uγ (x+cγ t) for the memory equation
(2.1), where Uγ satisfies the properties (2.7) and (2.8).

Proof For a fixed γ ∈ [0, γ∗] the function v 	→ C(γ,v) is continuous and non-increasing
according to Lemma 2.6 and relation (2.15), respectively. Thus, there is a unique solution
to v = C(γ,v), which we call cγ . According to Proposition 2.4 there is a unique (up to
translation) traveling front Uγ := Uγ,cγ for the auxiliary equation (2.3) with v = cγ .

Because of v = cγ = C(γ,cγ ) we can return to the memory equation using Proposi-
tion 2.1, and the result is established. �

Remark 2.9 (Stability of traveling fronts) It is not clear whether the traveling fronts con-
structed above are also stable in the memory equation (2.1). The exponential stability (2.10)
of the traveling fronts in the auxiliary nonlocal equation (2.3) cannot be transferred to the
memory equation, because there one would need a much more advanced stability concept
involving the history of the solution aswell. Thus, the stability, which is observed numerically
in the special case treated in Sect. 4, remains an open problem.

Next we combine the available estimates and monotonicity of the wave speed C(γ,v) to
give bounds on cγ . Before doing so, we recall the classical result that for the local equation,
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i.e. v = 0, the sign of the wave speed C(γ, 0) is opposite to the sign of

F(γ ) :=
∫ uγ

+

uγ
−

Fγ (u)du.

Indeed, to see this, we multiply (2.7a) by U ′ and integrate over R leading to

−C(γ, 0)
∫

R

U ′
γ,0(ξ)2 dξ = lim

R→∞

( D

2
U ′

γ,0(ξ)2
)∣∣
∣

R

−R
+

∫

R

Fγ (Uγ,0(ξ))U ′
γ,0(ξ)dξ = F(γ ).

In particular, forF(γ ) = 0, we obtain C(γ, 0) = 0, which means that a standing wave exists.
Obviously this implies c0 = 0, i.e. also the memory equation (2.1) has the same standing
wave solution as the local equation with nonlinearity Fγ .

Corollary 2.10 (Bounds on the wave speed) Let the assumptions (H1) and (H2) hold and let
Fγ satisfy (2.11), then for all γ ∈ [0, γ∗], we have the following bounds for the speeds cγ of
the traveling front Uγ for the memory equation (2.1):

F(γ ) ≤ 0 �⇒ 0 ≤ cγ ≤ C(γ, 0) ≤
( �∗ D

uγ
+−uγ

m

)1/2
,

F(γ ) ≥ 0 �⇒ 0 ≥ cγ ≥ C(γ, 0) ≥ −
( �∗ D

uγ
m−uγ

−

)1/2
.

(2.19)

Proof Since v 	→ C(γ,v) is non-increasing and continuous, we easily see that the solution
cγ of v = C(γ,v) always lies between 0 (not included) and C(γ, 0) (possibly included).
This provides the first two estimates in both lines of (2.19). The last estimate (in both lines)
is a direct consequence of (2.12) with v = 0. �


3 Derivation of Memory Equations from Local PDEs

Equations with memory can be derived from local models if so-called internal variables w

are eliminated. Changes in the main variable u induce instantaneous changes in w, but the
internal dynamics of the w system leads to the delayed back-coupling from w. This effect
stays local in space, if the diffusion in the variable w can be neglected.

3.1 Parabolic Equation Coupled to Linear ODEs

For the modeling of pulse propagation in nerves, one often uses the coupling between a
parabolic equation and ODEs, see e.g. [7,Eqn. (0.1)] for the Hodgkin–Huxley equation and
[11, 24] for the FitzHugh–Nagumo-like equations, which corresponds to the case mw = 1
in the following model:

u̇ = Duxx + F(u) +
mw∑

i=1

aiwi , ẇi = −λiwi + bi u for i = 1, . . . , mw, (3.1)

where ai , bi , and λi are fixed real parameters with λi > 0. Clearly, the linear ODEs can be
solved locally in space by wi (t, x) = wi (0, x)e−λi t + ∫ t

0 e
−λi (t−τ)bi u(τ, x) dτ . Assuming

that there is infinite history (which is compatible with our search for traveling fronts that exist
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for all time) we may also write wi (t, x) = ∫ ∞
0 e−λi τ bi u(t−τ, x)dτ . With this we obtain the

memory equation (2.1) with the specific kernel

�(τ) = 1

γ

mw∑

i=1

e−λi τ ai bi with γ =
mw∑

i=1

ai bi

λi
. (3.2)

Clearly, our theory is applicable also in cases where some of the products ai bi are negative,
as long as � is nonnegative, e.g. e−2τ − 2e−3τ + e−4τ = (e−τ−e−2τ )2. Thus, we need a
positive feedback ai bi for several species i , but we may also allow for a negative feedback
a j b j for some components if they are not too big. For our theory, there is no need to give
a precise connection between the memory equation (1.2) and the PDE-ODE system (3.1).
The only thing we need is the “formal” connection established so far and allowing to apply
Proposition 2.1 for travelingwaves. Nevertheless it is possible to connect the two initial-value
problems (1.2) and (3.1) if we impose suitable compatibility conditions between the history
(uhist(τ )

)
τ<0 in the former and (wi (0))i=1,...,mw in the latter, namely

wi (0, x) = bi

∫ 0

−∞
eλi τ uhist(τ, x)dτ for all i ∈ {1, . . . , mw} and x ∈ �.

With this and the definition of � in (3.2) we find, for t > 0,
mw∑

i=1

aiwi (t) =
mw∑

i=1

aie
−λi twi (0) +

∫ t

0
e−λi (t−τ)ai bi u(τ, x)dτ

=
∫ 0

−∞
γ�(t−τ)uhist(τ, x)dτ +

∫ t

0
γ�(t−τ)u(τ, x)dτ =

∫ ∞

0
γ�(̃τ )u(t−τ̃ , x)dτ̃ .

For systemsof the type (3.1) the existence of travelingwaves, in particular pulses, is studied
in [17] in detail, even in cases where Hypothesis (H2) is violated, i.e.� may change sign. The
latter is necessary to handle non-monotone fronts and pulses. Therefore, the assumptions in
[17] are more general with respect to the types of traveling waves (e.g. pulses, non-monotone
fronts) under consideration.

However, when studying only traveling fronts, the assumptions of the present article
are much more general, since (H2) does not require any assumptions on the (exponential)
structure of �. In particular, we believe that our approach may be generalized to nonlinear
coupling terms as in Sect. 3.5, whereas the approach in [17] relies on the linear structure of
the equations for wi . Moreover, the present approach allows to calculate bounds on the wave
speed, see Theorem 2.5 and Corollary 2.10.

3.2 The Two-Scale HomogenizationModel

A significant body of work (cf. [3, 6, 9, 18, 19, 23, 29]) considers the propagation of waves
in periodic media. If the period of the oscillating coefficient is very small one can perform
a homogenization and consider traveling waves in the homogenized system. However, often
the diffusion coefficients of some of the species are very small as well, which leads to a
coupled system of the form

u̇ = div
(
Du(

1
ε

x)∇u
) + fu(

1
ε

x, u, w)

ẇ = div
(
ε2Dw( 1

ε
x)∇w

) + fw( 1
ε

x, u, w)

}

t > 0, x ∈ �. (3.3)

Here the functions Du, Dw, fu(·, u, w) ∈ Rmu , and fw(·, v, w) ∈ Rmw are assumed to be
1-periodic in each component of y = 1

ε
x ∈ Rd .
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It is shown in [22] that under suitable conditions on the diffusion matrices Du and Dw and
the reaction terms fu and fw the solutions (uε, wε) to the initial value problem converge in
the limit ε → 0 to solutions (U , W ) of the following two-scale model. For this we denote by
Td = Rd/Zd the d-dimensional torus obtained by identifying the opposite sides of the unit
cube. While the fast diffusion of the variable uε guarantees that the limit U only depends
on the macroscopic variable x ∈ �, the limit W of the solutions wε is a two-scale function
depending also on the microscopic variable y ∈ Td :

U̇ (t, x) = divx
(
D
eff
u ∇xU (t, x)

) +
∫

Td
fu(y, U (t, x), W (t, x, y))dy in �, (3.4a)

Ẇ (t, x, y) = divy
(
Dw(y)∇y W (t, x, y)

) + fw(y, U (t, x), W (t, x, y)) in �×T
d .

(3.4b)

Here Deff
u is the effective diffusion tensor obtained by classical homogenization, see e.g.

[5]. The main point in this theory is that it is not possible to replace the slowly diffusing
component wε by its macroscopic average. We rather need to keep track of the microscopic
distribution of the wε relative to the underlying periodic microstructure. This is exactly done
by the function W depending on x and y.

The original theory in [22] and [26] was developed for bounded Lipschitz domains � ⊂
Rd . We show in “Appendix A” how the result can be generalized to equations posed on the
full space � = Rd , which is needed to treat traveling waves. For this one introduces the
weighted Lebesgue spaces

L2
�(Rd) :=

{
u ∈ L2

loc(R
d)

∣
∣∣ ‖u‖2

L2
%(Rd)

:=
∫

Rd
�(x)|u(x)|2 dx < ∞

}
,

L2
�(Rd×T

d) :=
{

U ∈ L2
loc(R

d×T
d)

∣∣
∣ ‖U‖2

L2
%(Rd×Td)

:=
∫

Rd×Td
�(x)|U (x, y)|2 dx dy < ∞

}
,

(3.5)

where for a radius R > 0 we set �(x) = 1/ cosh(|x |/R). With this and the natural conditions
on Du, Dw, fu, and fw we derive the following result in “Appendix A”.

Theorem 3.1 (Two-scale homogenization) Let (uε, wε)ε>0 denote a sequence of solu-
tions to the initial value problem (3.3) on � = Rd with initial conditions (u0

ε, w
0
ε ) =

(uε(0, ·), wε(0, ·)) that form a bounded sequence in L∞(Rd)mu+mw and converge as fol-
lows:

u0
ε → U 0 in L2

�(Rd) and w0
ε

2s−→ W 0 in L2
�(Rd×T

d),

then the solution (uε, wε) converges to the solution (U , W ) of the two-scale system (3.4),

uε⇀U in L2(0, T ;H1
�(Rd)), ∇uε

2w−⇀ ∇U+∇yŨ in L2(0, T ;L2
�(Rd×Td)),

wε
2s−→ W in L2(0, T ;L2

�(Rd × Td)), ε∇wε
2w−⇀∇y W in L2(0, T ;L2

�(Rd×Td)),

where Ũ ∈ L2([0, T ] × �;H1(Td)) with
∫
Td Ũ dy = 0 denotes the corrector function.

The major advantage of the two-scale model (3.4) is that it is again homogeneous in
the macroscopic spatial variable x ∈ Rd , while the periodic structure is restricted to the
microscopic variable y ∈ Td . Thus, we have a coupling that is local in x ∈ Rd from
U (s, x) ∈ Rmu to W (s, x, ·) ∈ H1(Td)mw . At later times t > s the internal parabolic
evolution of W (t, x, ·) via (3.4b) leads to a delayed feedback of U (s, x) for all s < t of
memory type.
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In particular, it is possible to look for exact traveling waves for (3.4) in the form

(U (t, x), W (t, x, y)) = (U(x−ct),W(x−ct, y)) ∈ R
mu+mw .

Transforming these two-scale solutions back into the one-scale form (called folding in [21,
22]) one obtains periodically oscillating traveling waves, namely

(̃uε(t, x), w̃ε(t, x)) = (U(x−ct),W(x−ct,
1

ε
x))

that provide the correct first-order approximation of the true solutions (uε, wε), see Fig. 4
for a plot of such solutions.

3.3 Reduction to a Scalar Equation

Here we give an explicit example for deriving a scalar memory equation from a two-scale
system with (u, w) ∈ R1×R1. We start by looking at a specific case for the full time-
dependent system (3.4), namely the FitzHugh-Nagumo casewhereU andW are scalar and are
defined on the real line � = R. Moreover, we assume linear couplings with fu(y, U , W ) =
�(y, U ) + α(y)W and fw(y, U , W ) = −̂λ(y)W + β(y)U :

U̇ (t, x) = DuUxx (t, x) +
∫

T

�(y, U (t, x))dy +
∫

T

α(y)W (t, x, y)dy, (3.6a)

Ẇ (t, x, y) = (
Dw(y)Wy(t, x, y)

)
y − λ̂(y)W (t, x, y) + β(y)U (t, x), (3.6b)

where T = T1 = R/Z. All functions �, α, β and λ̂ are assumed to be continuous. In general,
the coupling parameters α(y) and β(y) may change sign, while the microscopic diffusion
coefficient Dw(y) and the damping factor λ̂ are assumed to be strictly positive. The solution
ψ(t, y) of the linear equation ψ̇ = (D(y)ψy)y − λ̂(y)ψ , ψ(0, ·) = ψ0 has the semigroup
representation ψ(t, y) = ∫

T
H(t, y, ỹ)ψ0(ỹ) d ỹ, where the Green’s function H(t, y, ỹ) is

strictly positive for t > 0 by the maximum principle for linear parabolic equations, see e.g.
[12,Thm.12,p. 376].

By introducing the effective nonlinearity F(U ) := ∫
T

�(y, U )dy and expressing W as a
linear functional over the history ofU via (3.6b), we obtain a Nagumo equation with memory
kernel:

U̇ (t, x) = Uxx (t, x) + F(U (t, x)) +
∫ ∞

0
�̂(τ )U (t−τ, x)dτ

with �̂(τ ) =
∫

T

∫

T

H(τ, y, ỹ)α(ỹ)β(y)dy d ỹ.

(3.7)

Thus, using H > 0 a sufficient condition for �̂(τ ) ≥ 0 in our Hypothesis (H2) is given by
α(y), β(y) ≥ 0 for all y ∈ T or vice versa α(y), β(y) ≤ 0.

Remark 3.2 (On the positivity of �̂) The given conditions on α and β are far from optimal.
Indeed, writing Lψ = −(Dwψy)y + λ̂ψ we find a complete orthonormal set (ψn)n∈N in
L2(T) of eigenfunctions, i.e. Lψn = λnψn with 0 < λ1 ≤ λ2 ≤ · · · ≤ λn → ∞.

Expanding the coupling coefficients α(y) = ∑
N

anψn(y) and β(y) = ∑
N

bnψn(y), we

find �̂(τ ) = ∑∞
n=1 e

−λnτ anbn , and conclude that the property anbn ≥ 0 for all n ∈ N is
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Fig. 3 The front (U , W ) of the two-scale system (3.6) moves from right to left in x . Left: U and average∫
T

W (t, x, y)dy. Right: the W (t, x, y)-component in (x, y)-plane

sufficient. Hence, setting α(y) = β(y) = ψn(y) and noticing that, by the Sturm-Liouville
property, the function ψn has � n−1

2 � zeros, we have constructed an example for α and β that
change sign and still satisfy �̂(τ ) ≥ 0.

However, it is not even necessary that all of the products anbn are nonnegative, see the
arguments after (3.2). In [17] the explicit choices α(y) = −∑m∗

n=1 ψn(y) and β(y) =∑m∗
n=1 σnψn(y) were made, and different signs for σn are explicitly allowed.

3.4 A Homogenization Example

In the spirit of Remark 3.2 we consider the two-scale system (3.6) in a specific example
fulfilling all the assumptions of our theory. For the operator LW := −Wyy + W we have the
eigenfunctions ψ2n(y) = √

2 sin(2πny) with eigenvalues λ2n = 1+(2πn)2. We set

α(y) = ψ2(y) + ψ4(y) and β(y) = ψ2(y) + 10ψ4(y) − ψ6(y).

Hence, Hypothesis (H2) is satisfied with γ = ∫ ∞
0 �̂(τ )dτ = 1/λ2 +10/λ4 ≈ 0.08763 > 0.

Notice that the coupling coefficients α(·) and β(·) do not change sign simultaneously. For
the cubic function, we choose F(u) = −u(u−0.25)(u−1). For this choice of parameters,
the two-scale solution (U , W ) is depicted in Fig. 3, where the microscopic average of the
component W vanishes, since the constant eigenfunction ψ1(y) = 1 is not activated because
of 〈ψ1, β〉 = 0. However, the periodic oscillations of W on the micro-scale are captured by
the two-scale limit.

We can compare the solution (U , W ) of our two-scale limit system with the solution
(uε, wε) of the original system (3.4) with rapidly oscillating coefficients. In Fig. 4 one
can observe that the ε-periodic coupling coefficients induce ε-periodic oscillations of the
solutions. Whereas the amplitude of the oscillations of the component wε is of order O(1),
the positive diffusion Du reduces the amplitude of the oscillations of the component uε to
order O(ε), such that it vanishes in the limit ε → 0. Notice that the component wε also
changes sign. Overall, the effective behavior of the oscillating solution (uε, wε) is nicely
captured by the two-scale limit (U , W ).
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Fig. 4 Solutions (uε, wε) of the original system (3.4): left ε=2.5, right ε=0.25

3.5 Possible Generalizations

For mathematical conciseness we have decided to restrict ourselves to memory terms with a
simple linear structure. However, as our theory is mainly based on the quite general work in
[10] it is clear that the results can be generalized in several ways.

First, the integral memory can be replaced by discrete time delays in the form such that
the equation reads

u̇(t, x) = Duxx (t, x) + F(u(t, x)) +
j∗∑

j=1

γ j u(t−τ j , x). (3.8)

Assuming γ j > 0 and setting γ = ∑ j∗
j=1 γ j , we obtain the memory equation (2.1) with

a �(τ) = ∑ j∗
j=1

γ j
γ

δτ j (τ ). We refer to [28] for a general approach to traveling waves in
reaction–diffusion equations involving linear and nonlinear delay terms.

Secondly, further generalizations can be obtained by looking at nonlinear couplings to
ODEs, thus generalizing the coupled system (3.1):

u̇ = Duxx + F(u) +
mw∑

i=1

Ai (u, wi ), ẇi = −λiwi + Bi (u), (3.9)

where the coupling functions Ai : R2 → R and Bi : R → R are assumed to be smooth
functions with derivatives satisfying ∂u A(u, wi ) ≤ 0, ∂wi Ai (u, wi ) ≥ 0, and B ′

i (u) ≥ 0.
Again we can express wi (t, x) as memory functional depending on u(s, x) for s ∈ ]−∞, t[.
Hence, (3.9) can be written in the form

u̇(t, x) = Duxx (t, x) + F(u(t, x)) +
mw∑

i=1

Ai
(
u(t, x), I�i∗Bi (u(·, x))(t)

)
,

where I�i∗h(t) =
∫ ∞

0
e−λi τ h(t−τ)dτ.

Hence we have a memory in time, which is local in the space variable x ∈ R. As in Sect. 2.2
we can introduce an auxiliary wave speed v and turn the memory terms into spatially non-
local terms. Because of our assumptions on Ai and Bi we are exactly in the setting of
[10,Eqn. (1.14)]. Thus, it is expected that the methods developed here can be extended to
such nonlinear couplings.
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Thirdly, it seems possible to generalize the theory to handle multidimensional traveling
waves in a cylindrical domain � = R×� as in [14], but now with memory terms.

u̇(t, x, y) = D
(
uxx (t, x, y) + �yu(t, x, y)

)

+ F(y, u(t, x, y)) + γ

∫ ∞

0
�(τ)u(t−τ, x, y)dτ for t > 0, (x, y) ∈ R×�,

0 = u(t, x, y) for t > 0, (x, y) ∈ R×∂�.

However, then the “bistability” Hypothesis (H1) has to be formulated in terms of the elliptic
problem u 	→ D�yu + F(u) + γ u in �, which should have exactly three solutions uγ

α ∈
H1
0(�) with appropriate properties.

4 Applications to the Cubic Case

In this section we study the classical FitzHugh-Nagumo system with a bistable cubic non-
linearity, namely

u̇ = uxx + F(u) − βw, ẇ = −w + u, F(u) = −u(u−a)(u−1), (4.1)

where a ∈ ]0, 1[. Concerning traveling fronts, this system is equivalent to the memory
equation

u̇(t, x) = uxx (t, x) + F(u(t, x)) − β

∫ ∞

0
e−τ u(t−τ, x)dτ. (4.2)

For general solutions, the equations (4.1) and (4.2) are equivalent for suitable initial conditions
as discussed in Sect. 3.1. In particular, our previous parameter γ is given by γ = −β, such that
our theory developed above only applies for β ≤ 0. However, in the numerical simulations
documented below, we are free to choose β > 0 as well.

We first observe that the nonlinearity

F−β(u) = −u(u−a)(u−1) − βu

has a bistable structure if and only if β < (1−a)2/4 and then

u−β
− = 0, u−β

m = 1+a

2
− 1

2

√
(1−a)2 − 4β, u−β

+ = 1+a

2
+ 1

2

√
(1−a)2 − 4β.

In [20], the wave speed of the local model u̇ = uxx + F−β(u) is calculated explicitly:

CFN(−β, 0) := 1√
2

(
2u−β

m − u−β
+

) = 1

2
√
2

(
1+a − 3

√
(1−a)2 − 4β

)
.

In the case β = 0 there is no coupling between the ODE and the PDE and c0 = CFN(0, 0) =
(2a−1)/

√
2 is explicitly given.

For a ∈ ] 12 , 1[, which we assume from now on, the function β 	→ CFN(−β, 0) changes
sign at

β0(a) = 1
9

(
2a2−5a+2

) ∈ ]− 1
9 , 0[.

With CFN(0, 0) = (2a−1)/
√
2 > 0, we obtain CFN(−β, 0) > 0 for β ∈ ]β0(a), 1

4 (1−a)2]
and CFN(−β, 0) < 0 for β < β0(a).

From this, we see that we can apply our existence theory in Theorem 2.8 and obtain a
unique traveling front for the FitzHugh-Nagumo system (4.1), or equivalently for thememory
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Fig. 5 The region β ∈ [−5,−0.03] was sampled with β-steps of size 0.01 to find c−β ∈ [CFN(−β, 0), 0].

equation (4.2) for all β ≤ 0. This front connects the values u−β
− = 0 and u−β

+ , and using
Corollary 2.10 it travels with the speed c−β satisfying the bound

0 ≤ c−β ≤ CFN(−β, 0) for β ∈ [β0(a), 0],
CFN(−β, 0) ≤ c−β ≤ 0 for β ≤ β0(a).

For numerical simulationswe choose a = 0.6 determinec−β on thewhole bistable regime
β ≤ (1−a)2/4 = 0.04. For this case, we have c0 = CFN(0, 0) = 0.2/

√
2 ≈ 0.1414 and

CFN(−β, 0) = 1

2
√
2

(
1.6 − 3

√
0.42 − 4β

) ≈ 0.566 − 2.12
√
0.04−β

as upper or lower bound for c−β . Moreover, we know that CFN(−β, 0) changes sign at
β0(0.6) = −0.28/9 ≈ −0.0311.

To determine the speed of the traveling front numerically, we solve the coupled system
(4.1) starting from front-like initial data with the correct plateau (u, w) = (u−β

+ , u−β
+ ) for

large x and (u, w) = (0, 0) for small x . The solution rapidly stabilizes into the front and
the speed c−β can be measured. The numerical simulations nicely confirm the bounds on
the wave speed c−β in Corollary 2.10. For all β < β0(0.6) ≈ −0.0311, Fig. 5 shows
C(−β, 0) ≤ c−β ≤ 0.

For β ∈ [β0(0.6), 0] Fig. 6 shows 0 ≤ c−β ≤ CFN(−β, 0) as predicted by the theory.
For positive β ∈ ]0, 0.04[ Theorem 2.8 does not apply, however, the comparison argument
in (2.17) predicts the reverse relation c−β ≥ CFN(−β, 0) ≥ 0, which is confirmed in the
simulations, which also show that c−β and CFN(−β, 0) only differ less than a percent in
relative size for all β ∈ [−0.06, 0.03]. Moreover, the identities c−β = CFN(−β, 0) are
confirmed for β = β0(0.6) and β = 0.
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Fig. 6 The region β ∈ [−0.06, 0.04] was sampled with β-steps of size 0.001 to compare c−β and C(−β, 0)
in the upper figure. As the two graphs differ only little, the lower figure displays c−β − C(−β, 0), where the
sign changes at β = β0(0.6) ≈ −0.0311 and β = 0 are clearly visible
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A Two-Scale Convergence inWeighted Sobolev Spaces

The aim of this appendix is to explain how the result in Theorem 3.1 for � = Rd can be
derived by generalizing the theory for bounded Lipschitz domains � ⊂ Rd as developed
in [22, 26]. To this end we introduce a few notations from two-scale convergence and two-
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scale homogenization as developed in [2, 8, 21, 25]. For arbitrary (bounded or unbounded)
Lipschitz domains � ⊆ Rd , we set

Tε : L2(�) → L2(Rd×T
d); (Tεu)(x, y) := uex

(
ε
[ x

ε

] + εy
)
,

where uex ∈ L2(Rd) is obtained by extension with 0 on Rd\� and [z] ∈ Zd denotes the
integer part for any z ∈ Rd . We define weak and strong two-scale convergence via

uε
2w−⇀ U in L2(�×T

d) : Def.⇐⇒ Tεuε⇀Uex in L2(Rd×T
d),

uε
2s−→ U in L2(�×T

d) : Def.⇐⇒ Tεuε → Uex in L2(Rd×T
d).

We briefly recall the mathematical setting for the ε-problem (3.3) such that the
two-scale system (3.4) is rigorously justified. The fourth order diffusion tensors Di ∈
Lin(Rd×mi ; Rd×mi) are uniformly elliptic and bounded, i.e. there exist constants M, μ > 0
such that

Di(y)ξ : ξ ≥ μ|ξ |2 and |Di(y)ξ | ≤ M |ξ | for all ξ ∈ R
d×mi and i ∈ {u,w},

and they are not necessarily symmetric. For the reaction terms we assume boundedness
fi(·, u, w) ∈ L∞(Td) and global Lipschitz continuity, i.e. there exists L > 0 such that for
u1, u2 ∈ Rmu and w1, w2 ∈ Rmw

| fi(y, u1, w1) − fi(y, u2, w2)| ≤ L(|u1−u2| + |w1−w2|) for i ∈ {u,w}.
In addition to the weighted Lebesgue spaces L2

�(Rd) and L2
�(Rd×Td) from (3.5), we also

define the weighted Sobolev spaces H1
�(Rd) and L2

�(Rd ;H1(Td)) via

H1
�(Rd) :=

{
u ∈ H1

loc(R
d)

∣∣∣ ‖u‖L2
%(Rd) + ‖∇u‖L2

%(Rd) < ∞
}
,

L2
�(Rd ;H1(Td)) :=

{
U ∈ L2

loc(R
d ;H1(Td))

∣∣∣ ‖U‖L2
%(Rd×Td) + ‖∇yU‖L2

%(Rd×Td) < ∞
}
.

Our choice �(x) = 1/ cosh(|x |/R) gives �, �−1 ∈ L1
loc(R

d), which implies that the weighted
Lebesgue and Sobolev spaces are Banach spaces, see e.g. [15,Thm.1]. Moreover, introduc-
ing the scalar product (u, v)L2

%(Rd) := (
√

�u,
√

�v)L2(Rd) yields that they are also separable
Hilbert spaces. The proof of Theorem 3.1 follows along the lines of [22,Thm.4.1] and
[26,Thm.2.1.1,Thm.2.2.1] with the following modifications.

• The definition of the periodic unfolding operator

Tε : L2
�(Rd) → L2

�(Rd×T
d); (Tεv)(x, y) := v

(
ε
[ x

ε

] + εy
)

is immediate and the notion of two-scale convergence follows analogously. Notice that
the assumptions on the weight function imply the unfolding estimate

‖Tε� − �‖L∞(Rd×Td) ≤ ε
√

d‖∇�‖L∞(Rd) ≤ ε
√

d/R.

Hence, we obtain the upper bound for unfolded functions v ∈ L2
�(Rd)

‖Tεv‖L2
%(Rd×Td) ≤ C∗

ε ‖v‖L2
%(Rd) with C∗

ε = (
1 − ε

√
d/R

)−1/2
.

• The standard compactness results for two-scale convergence [2, 21, 25] also hold for
weighted spaces, since they are, in particular, separable Banach spaces and the Banach–
Alaoglu Theorem is applicable.
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• The definition of the gradient folding operator Gslow
ε (cf. [22,Def. 3.5]) needs to be

adapted as follows: In the case of slow diffusion of order O(ε2), we define for
W ∈ L2

�(Rd ;H1(Td)) the one-scale function Gslow
ε W := ŵε ∈ H1

�(Rd), which is given
by the Lax–Milgram lemma as the unique solution of the elliptic problem
∫

Rd

[√
�ŵε − Fε

(√
�W

) ] · √
�ϕ + [

ε
√

�∇ŵε − Fε

(√
�∇y W

) ] : ε
√

�∇ϕ dx = 0

for all ϕ ∈ H1
�(Rd).

• For the slowly diffusing specieswε , we choose the test function ϕslow
ε = �

(
wε−Gslow

ε W
)

and continue as in [22, 26]. For species uε undergoing diffusion of order O(1), we proceed
analogously (cf. [26,Def. 1.2.7]) and choose the test function ϕstand

ε = �
(
uε − Gstand

ε U
)
.

With these modifications for � = Rd , the proofs in [22,Thm.4.1] and [26,Thm.2.1.1,
Thm.2.2.1] can be easily adapted, and the proof of Theorem 3.1 is complete.
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