
Agricultural and Forest Meteorology 331 (2023) 109342

Available online 28 January 2023
0168-1923/© 2023 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-
nc-nd/4.0/).

Performance of seasonal forecasts for the flowering and veraison of two 
major Portuguese grapevine varieties 

Chenyao Yang a,*, Andrej Ceglar b, Christoph Menz c, Joana Martins d, Helder Fraga a, 
João A. Santos a 

a Centre for the Research and Technology of Agro-Environmental and Biological Sciences (CITAB)/Inov4Agro (Institute for Innovation, Capacity Building and 
Sustainability of Agri-Food Production), University of Trás-os-Montes and Alto Douro (UTAD), 5000-801, Vila Real, Portugal 
b Climate Change Centre of the European Central Bank, Sonnemannstrasse 20, 60314 Frankfurt am Main, Germany 
c Potsdam Institute for Climate Impact Research e. V. (PIK), Telegrafenberg A 31, 14473 Potsdam, Germany 
d Centre for Environmental and Marine Studies (CESAM), University of Aveiro (UA), 3810-193 Aveiro, Portugal   

A R T I C L E  I N F O   

Keywords: 
Mediterranean climate 
Seasonal climate forecast 
Phenology forecast 
Phenology modelling 
Forecast performance 
Climate risk 

A B S T R A C T   

Seasonal phenology forecasts are becoming increasingly demanded by winegrowers and viticulturists. Forecast 
performance needs to be investigated over space and time before practical applications. We assess seasonal 
forecast performance (skill, probability and accuracy) in predicting flowering and veraison stages of two 
representative varieties in Portugal over 1993–2017. The state-of-the-art forecast system ECMWF-SEAS5 pro
vides 7-month seasonal forecasts and is coupled with a locally adapted phenology model. Overall, findings 
illustrate the dependence of forecast performance on initialization timings, regions and predicting subjects 
(stages and varieties). Forecast performance improves by delaying the initialization timing and only forecasts 
initialized on April 1st show better skills than climatology on predicting phenology terciles (early/normal/late). 
The considerable bias of daily values of seasonal climate predictions can represent the main barrier to accurate 
forecasts. Better prediction performance is consistently found in Central-Southern regions compared to Northern 
regions, attributing to an earlier phenology occurrence with a shorter forecast length. Comparable predictive 
skills between flowering and veraison for both varieties imply better predictability in summer. Consequently, 
promising seasonal phenology predictions are foreseen in Central-Southern wine regions using forecasts 
initialized on April 1st with approximately 1–2/3–4 months lead time for flowering/veraison: potential pre
diction errors are ~2 weeks, along with an overall moderate forecast skill on categorical events. However, 
considerable inter-annual variability of forecast performance over the same classified phenology years reflects 
the substantial influence of climate variability. This may represent the main challenge for reliable forecasts in 
Mediterranean regions. Recommendations are suggested for methodological innovations and practical applica
tions towards reliable regional phenology forecasts.   

1. Introduction 

Climate variability and extreme weather events have profound im
pacts on agricultural systems (Ceglar et al., 2016; Challinor et al., 2014; 
Lobell and Field, 2007). In recent decades, the agricultural sector has 
become increasingly exposed to unfavourable climate conditions and 
weather extremes (Zhu and Troy, 2018). For instance, climate-related 
crop failures are widely reported across Europe in 2003, 2010 and 
2018 (Bento et al., 2022). These climate-related risks can be exacerbated 
under global warming with the increased frequency and magnitude of 

extreme weather events such as heatwaves (Fraga et al., 2020). To 
enhance the resilience of the agricultural sector, the development of a 
reliable seasonal forecast product that can accurately capture the signal 
of seasonal climate anomalies, may aid in effectively and dynamically 
adapting to climate variability and climate change (Bento et al., 2022; 
Ceglar et al., 2017). Early season forecasts have been shown to provide 
useful information on anticipated climate events of interest to farmers 
(Ceglar and Toreti, 2021; Chen and Tao, 2022; Jha et al., 2019). They 
can proactively adjust their agronomic management in advance to 
minimize potentially negative impacts of adverse weather events while 
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maximising the benefits when favourable conditions are anticipated 
(Bento et al., 2022; Brown et al., 2018; Tao et al., 2018; van der Velde 
and Nisini, 2019). 

Grapevine (Vitis vinifera L.) is a fruit crop of economic importance 
worldwide. The viticulture and winemaking sectors are greatly influ
enced by local climatic conditions and annual weather patterns (Santos 
et al., 2020b). Providing forecasts of phenology development during a 
given growing season is a promising avenue for enhancing the climate 
resilience of the sector (Taylor and White, 2020). Plant phenology, a 
periodically recurring pattern of development stages during the growing 
season (Piao et al., 2019), is generally of central importance for other 
physiological processes. For instance, in process-based crop modelling, 
the phenology can affect vegetation dynamics, soil water balance and 
plant water use, as well as biomass and yield formation (Brisson et al., 
2003; Holzworth et al., 2014). Phenology development is mostly 
temperature-driven. A generally advanced phenology stage is projected 
in response to rising temperatures for different varieties and regions, 
which in turn may affect berry composition, wine quality and typicity 
(Clemente et al., 2022; Fraga et al., 2016; Ramos et al., 2021; Yang et al., 
2022a). 

The flowering/bloom timing (BBCH65) and veraison/ripening onset 
(BBCH81) are pivotal grapevine stages (Lorenz et al., 1995). Available 
seasonal forecasts at these stages can help monitor vine growth and 
better inform decision-making for winegrowers and viticulturists in 
vineyard management. This approach promotes the reduction of risks 
resulting from climate change and variability. Accurate predictions of 
the flowering stage can warrant timely implementation of field in
terventions, such as supplemental irrigation in dry conditions to avoid 
inflorescence necrosis and ensure adequate fruit set. For the veraison 
stage, early-season predictions can help anticipate harvest (plan mate
rial and labour costs) and inform measures to avoid undesirable impacts 
on wine quality. For instance, climate warming can expose local vari
eties to excessively high temperatures during grape ripening, resulting 
in high sugar content and low acidity, anthocyanin and aromas (Mose
dale et al., 2016; van Leeuwen et al., 2019). Timely implementation of 
measures, e.g. canopy pruning to reduce the leaf area to fruit weight 
ratio to delay the veraison stage, can avoid high ripening temperatures, 
thus being beneficial for a balanced grape composition (van Leeuwen 
et al., 2019; van Leeuwen and Destrac-Irvine, 2017). Additionally, sea
sonal forecasts can become a viable tool for financial entities, such as 
banks, asset management and insurance companies, to hedge potential 
economic losses and secure farmers’ income. 

One of the key components of performing seasonal forecasts on 
phenology is to deploy a mechanistic phenology model that reliably 
simulates the observed phenology of a specific variety. Phenology 
modelling often relies on the concept of “degree-days”, assuming the 
phenology occurrence when a variety-dependant accumulation of heat 
units is achieved (Costa et al., 2019; Parker et al., 2013; Reis et al., 2020; 
Rodrigues et al., 2022; Santos et al., 2019). These models generally share 
the characteristics of being simple in structure and providing good ef
ficiency and accuracy for phenology predictions. For instance, the 
Grapevine Flowering Veraison model, following the same simple struc
ture as the Growing Degree-Days (GDD) model, can well (e.g. RMSE<7 
days) simulate flowering and veraison stages of ~80 varieties at 123 
different sites spanning over 48 years (Parker et al., 2013). 

Seasonal forecasts are created by numerical climate models using a 
complex set of hydrodynamic equations to describe the evolution of the 
atmosphere, ocean and land surface, for a few weeks or months from a 
given initial state of the Earth system (Johnson et al., 2019). Due to 
uncertainties in the initial state, ensemble forecasts are performed, with 
individual ensemble members being run with slightly different pertur
bations of the initial conditions (Du et al., 2012; Johnson et al., 2019; 
Stockdale, 2021; Wang et al., 2019). These ensemble members reflect a 
distribution of forecast outcomes, corresponding to nonlinear atmo
spheric evolution to small perturbations in initial conditions. The fore
cast system has limited ability to accurately predict daily weather 

variations at a local scale beyond approximately two weeks (Stockdale, 
2021). Since the phenology modelling depends on the accurate input of 
daily weather, accurate predictions of phenology stages driven by daily 
output of seasonal climate predictions are therefore constrained. 
Nonetheless, there are several predictable components (e.g. sea surface 
temperature) that do not constrain the atmosphere enough to allow 
reasonable predictions of seasonal climate (Stockdale, 2021). Modifi
cations of “usual” atmospheric conditions by these components are the 
essence of seasonal forecasts. Note that the seasonal forecast is different 
from the weather forecast, where the latter has a particular emphasis on 
the accuracy of daily weather conditions. 

The performance of seasonal forecasts is regionally dependant. 
Higher forecast skills are observed in the tropical pacific due to the 
relatively high predictability of ENSO (Johnson et al., 2019). In contrast, 
limited predictabilities are widely reported in Southern Europe, such as 
Portugal (Ceglar et al., 2018; Ceglar and Toreti, 2021; Crespi et al., 
2021; van der Velde and Nisini, 2019). For instance, van der Velde and 
Nisini (2019) assess the performance of the MARS Crop Yield Fore
casting System (MCYFS) in predicting yields of many important crops in 
Europe, highlighting a relatively low prediction accuracy in Portugal. 
Therefore, more research efforts shall be devoted to regions where the 
current forecast performance is limited. 

In Portugal, viticulture is a key social-economic sector, with a vine
yard area of roughly 194,000 ha and annual wine production of around 
6.4 million hectolitres in 2020 (OIV, 2021). Globally, Portugal is 
currently the 11th wine producer and the 10th wine exporter (OIV, 
2021). Implementation of reliable seasonal forecasts is expected to bring 
considerable benefits to the sector facing uncertainties from increasing 
climate variability. Yet, few studies have attempted to assess the per
formance of seasonal forecasts in providing early-season predictions on 
grapevine phenology across Portuguese wine regions. Therefore, we 
have carried out a study to evaluate the seasonal forecast performance 
for predicting flowering and veraison stages of two representative va
rieties of these wine regions, namely cv. Touriga Franca (TF) and cv. 
Touriga Nacional (TN) (Fraga et al., 2017; Reis et al., 2020; Yang et al., 
2021). Specifically, we aim to (i) evaluate the seasonal forecast skill and 
probability in predicting the tercile-based phenology category: ear
ly/normal/late event; (ii) and quantify the potential prediction bia
s/error in phenology timings (DOY). The assessment is carried out for 
the re-forecast period (1993–2017), which can be compared to historical 
records that can provide a measure of performance expected in real-time 
forecasts. Particular emphasis is given to the spatial-temporal charac
teristics of the forecast performance. 

2. Data and methods 

2.1. Studied wine regions 

The present study covers 47 main wine regions in Portugal 
(Table S1), designated as the Protected Designation of Origin (PDO) 
which represents the highest classification level of viticulture and 
winemaking regions (Candiago et al., 2022). Climate conditions in these 
PDOs are characterized by Mediterranean-type climates, with warm dry 
summers and mild wet autumns and winters (Fraga et al., 2017; Yang 
et al., 2022b). TF and TN are widely cultivated throughout these PDOs. 
However, there are also a large number of autochthonous and interna
tional varieties grown in Portuguese vineyards, resulting in either 
mono-varietal or blended wines, though the latter can be more common 
(Fraga et al., 2017). The multi-varietal phenology stages can span a long 
period over the season, which was hard to be captured by the phenology 
modelling technique. Therefore, vineyards with blended varieties are 
currently not considered. 

C. Yang et al.                                                                                                                                                                                                                                    
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2.2. Meteorological datasets 

2.2.1. Observational datasets 
The meteorological variables considered were daily surface (2-m) 

minimum (Tmin, ◦C), mean (Tmean, ◦C) and maximum temperatures 
(Tmax, ◦C). These variables were retrieved from E-OBS (v24.0e), a 
European-wide high-resolution (0.1◦) daily gridded weather dataset, 
which has been used over the last decade in various studies on climate 
monitoring and climate model evaluations (Cornes et al., 2018; Haylock 
et al., 2008; Jacob et al., 2014). In Portugal, the dataset was previously 
shown to be useful in climate change impact assessments for several 
important cropping systems (Yang et al., 2020, 2019, 2018, 2017). 
Observed temperature data over 1993–2017 were extracted for study 
regions, and mainly used to correct raw predictions of seasonal climate 
obtained from ECMWF-SEAS5 (2.2.3), and implement grid-based 
phenology simulations to provide spatial reference data (2.3.3). E-OBS 
played an important role in the real-time forecast as it could provide a 
monthly update, which can be synchronized with the monthly initial
ized forecast dataset. 

2.2.2. Seasonal forecast datasets 
The seasonal forecast data on Tmin and Tmax were collected from the 

fifth generation of the seasonal forecast system (SEAS5) of the European 
Centre for Medium-Range Weather Forecast (ECMWF) (Johnson et al., 
2019), available via the Copernicus Climate Change Service (C3S, https 
://cds.climate.copernicus.eu/). The SEAS5 became operational (real-
time forecasts) in November 2017, representing a state-of-the-art fore
cast system with improved atmosphere and ocean model configurations 
and horizontal spatial resolutions, i.e. ~36 km in atmospheric compo
nents (Johnson et al., 2019), but being up-scaled to 1◦ in C3S (Ceglar and 
Toreti, 2021). A set of re-forecasts over 1993–2017 (hindcasts) were 
chosen, consisting of 25 ensemble members that were initialized on the 
1st day of each month and integrated for 7 months every year. Within 
this study, three forecast initialization timings were chosen: February 
1st, March 1st and April 1st, considering the typical flowering and 
veraison periods of May–June and July–August respectively in Portugal 
(Fraga et al., 2017, 2016). These initialization dates were well ahead of 
the earliest possible dates of locally observed flowering and veraison 
stages (with forecast values), while at the same time guaranteeing that 
the latest possible dates of both stages were still within the lead time of 
the earliest issued forecast (February 1st). To simulate the phenological 
cycle, the observational (E-OBS) and forecast data were combined: 
before the forecast initialization date of each year, the observational 
gridded data was utilized and using seasonal forecasts from the initial
ization timing onwards, following the approach described by Ceglar and 
Toreti (2021). This aimed to emulate the real predictions, assuming 
observed data availability before each initialization. A similar procedure 
has also been reported in other studies (Ceglar and Toreti, 2021; Chen 
and Tao, 2022; Jha et al., 2019; Semenov, 2007). 

2.2.3. Evaluations of bias-adjusted forecast datasets 
The quantile mapping method (Gudmundsson et al., 2012; Panofsky 

et al., 1968; Piani et al., 2010), was applied to reduce bias in the forecast 
temperatures using E-OBS data as the reference dataset. It is a reliable 
and robust method to minimize the bias in the outputs of different 
forecast models (Ceglar et al., 2018; Ceglar and Toreti, 2021). As 
observed (0.1◦) and forecast (1◦) datasets were at different resolutions, a 
flow chart was presented to illustrate how observed datasets are 
upscaled to the forecast mesh for bias correction (Fig. S1). The 
bias-adjusted forecast dataset was then supplied to the phenology model 
to perform the phenology forecast. To evaluate how well it can repro
duce observed seasonal climate conditions, GDD with a base tempera
ture of 0◦C (Parker et al., 2013) was computed between referenced and 
forecasted series (ensemble median) at each initialization timing over 
1993–2017. Their correspondence was evaluated using the coefficient of 
determination (R2), while the assessment of whether there was a 

significant difference (p<=0.05) in their distributions was performed 
using the two-sample Kolmogorov-Smirnov test (Hodges, 1958). Mean 
Bias Error (MBE) and Root Mean Squared Error (RMSE) were calculated 
to assess the difference in seasonal total GDD between the two series for 
1993–2017. In particular, MBE can give indications of whether the 
forecast over- (positive) or under-estimate (negative) the observed GDD. 

2.3. Phenology simulations 

2.3.1. Choice of phenology model for local conditions 
Numerous models exist for grapevine phenology modelling, within 

this study the sigmoid model (fsigmoid) was chosen. Previous analysis 
indicated fsigmoid showed a better trade-off between model complexity 
and prediction accuracy in simulating the flowering and veraison stages 
of TF and TN, as compared to other commonly used phenology models 
(GDD, Richardson and Wang) (Costa et al., 2019). Besides, fsigmoid had 
been successfully evaluated for simulating the flowering and veraison 
stages of another 34 grapevine varieties at 19 vineyard plots over four 
major winemaking regions in Portugal (Reis et al., 2020). The fsigmoid 
shown in Eq. (1) only contained two parameters as proposed by 
Hänninen (1990): 

fsigmoid = 1
/
(1+ e(d∗(Tmean − b))) (1)  

where Tmean represented the daily mean temperature, d denoted the 
sharpness of the curve; b was the mid-response temperature. For forecast 
runs, Tmean was calculated as the arithmetic average of bias-adjusted 
Tmin and Tmax, while observed Tmean was directly used as inputs for 
reference phenology simulations; fsigmoid simulated the occurrence of a 
target phenology stage at the date when the state of forcing tempera
tures reached a threshold value of F* (variety-dependant thermal forc
ing) from a user-specified starting date (t0). To model the flowering 
stage, t0 was set to be on January 1st of each year, being consistent with 
previous studies (Costa et al., 2019; Reis et al., 2020). To model the 
veraison stage, its simulation directly started from the simulated flow
ering stage to preserve the continuity of phenology development. Such a 
sequential scheme highlighted that a good veraison simulation was also 
dependant on the accurate simulation of the flowering stage (Yang et al., 
2022a). 

2.3.2. Calibration of the phenology model using gridded weather data 
The sigmoid model, despite being extensively calibrated and evalu

ated before (Costa et al., 2019; Reis et al., 2020), was re-calibrated using 
the gridded E-OBS climate dataset. This mainly aimed to adapt the 
phenology model simulations to the spatial scale of the forecast runs. 
The observed phenology (flowering and veraison) data was obtained for 
TF in 1995–2014, and TN in 1990–2000 and 2006–2014 from a vineyard 
located within the Lisboa wine region at 39.041◦N, 9.181◦W (Reis et al., 
2020). The parameter calibration used the simulated annealing opti
mization algorithm of Metropolis (Metropolis et al., 1953), which was 
implemented in the Phenology Modelling Platform (v5.5) (Chuine et al., 
1998) under the leave-one-out cross-validation scheme. Final calibrated 
parameters (Fig. S2) are obtained based on the parameter vector with 
minimum RMSE during cross-validation. Overall satisfactory perfor
mance was obtained, with predicted stages within a 5-day difference 
(MAE and RMSE) and negligible mean bias with respect to observed 
stages for both varieties (Fig. 1). The inter-annual variability of observed 
flowering and veraison stages were well reproduced (Fig. S3), with 
predictions explaining 73–75% and 63–79% of observed variability for 
TF and TN, respectively (Fig. 1). 

2.3.3. Reference phenology simulations 
To evaluate the forecast performance, long-term high-quality 

observed phenology data is required throughout each grid point of these 
wine regions (or at least for each region). However, this is currently not 
possible due to limited data availability. To mitigate the gap, reference 
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phenology has been simulated with the gridded climate dataset (E-OBS) 
at its original resolution (0.1◦) using the re-calibrated sigmoid model. 
The reliability and applicability of the E-OBS dataset to reproduce 
locally observed vine phenology has been successfully demonstrated 
(with an acceptable level of prediction errors) in different Portuguese 
wine regions (Rodrigues et al., 2022; Yang et al., 2022b, 2021). Using 
simulations with observed weather as reference data is a common 
practice for seasonal forecast studies (Ceglar et al., 2018; Ceglar and 
Toreti, 2021; Ferrise et al., 2015; Jha et al., 2019; Semenov, 2007). The 
resulting reference phenology simulations indicated a slightly earlier 
flowering occurrence for TN than TF, but a markedly late verai
son/ripening onset for TN than TF (Fig. S4–S5). These are highly 
consistent with the actual phenology characteristics of the two varieties, 
as reported by Costa et al. (2019) and Reis et al. (2020). 

2.4. Evaluation for seasonal forecast on categorical phenology events 

The simulated phenology stages (DOY) were classified into three 
categories (tercile classes) relevant for agricultural decision-making: 
early (<33 percentile), normal (between 33 and 66 percentiles) and 

late (>66 percentile) occurrence (Ceglar and Toreti, 2021). The classi
fication was performed based on the reference phenology DOY series at 
each grid point in 1993–2017. The resulting reference categorization 
thresholds (DOY) were also applied to categorize the forecast DOY se
ries, which was undertaken for each forecast ensemble member at each 
initialization date. 

2.4.1. Fair ranked probability skill score (FRPSS) 
To evaluate the overall forecast skill/predictability on the three 

categorical events (early/normal/late), FRPSS was computed. FRPSS 
measures how well the probability forecast predicts the observed cate
gory (Ferro, 2014). FRPSS is derived from the Ranked Probability Score 
(RPS). RPS computed the mean squared distance between the cumula
tive probabilities of n forecast-reference pairs along the defined time 
series for k equally probable forecast categories while correcting for 
ensemble size (Ferro, 2014) (Eq. (2)): 

RPS =
1
n

∑n

i=1

∑K

k=1

[((
fci,k

m
− obi,k

)2

−
fci,k

(
m − fci,k

)

m2(m − 1)

)]

(2)  

Fig. 1. Comparison of the observed and simulated Day Of Year (DOY) between the flowering and veraison stages of Touriga Franca (TF) and Touriga Nacional (TN). 
The evaluation metrics are Mean Bias Error (MBE), Mean Absolute Error (MAE), Root Mean Squared Error (RMSE), Coefficient of Determination (R2) and Efficiency 
of simulations (EF). 
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where fci,k denoted the number of ensemble members that forecasted 
the kth category at ith forecast; obi,k denoted the observation in kth 

category (1 for occurrence, 0 for no occurrence) at ith forecast; m 
denoted the total ensemble members; fci,k

m thus indicating the ensemble 

forecast probability of occurrence of a given category; and fci,k (m− fci,k)

m2(m− 1)

served to correct the ensemble size. RPS was evaluated between 
climatology (RPSclim) and forecast (RPSfc), leading to FRPSS = 1 − RPSfc

RPSclim
. 

FRPSS ranged from − ∞ to 1: 1 for a perfect forecast, 0 for forecasts that 
do not perform any better than the reference forecast, and positive 
(negative) when the forecast is better (worse) than this reference 
(Ceglar and Toreti, 2021). The reference forecast reflected information 
only on the long-term mean agro-climate conditions. 

2.4.2. Gilbert skill score (GSS) 
To further assess the forecast skills on each tercile class separately, 

the GSS was computed involving several terms: hit (event forecast to 
occur and does occur), miss (event forecast not to occur but does occur), 
false alarm (event forecast to occur but does not occur) and correct 
negative (event forecast not to occur and does not occur) (Daniel S. 
Wilks, 2020; Schaefer, 1990). It quantifies the forecast quality by 
measuring how well the predicted events correspond to the observa
tions, while adjusting for correct forecasts due to chance (Daniel S. 
Wilks, 2020; Schaefer, 1990). GSS ranges from − 1/3 (random forecast 
with no skills) to 1 (perfect forecast). The score estimates the ability of a 
deterministic prediction to correctly forecast a dichotomous event 
(Ceglar et al., 2018). The probability threshold was defined at 60% for a 
given forecast event to occur, i.e. more than 60% of ensemble members 
predicted the category. 

2.4.3. Ensemble forecast probability of the observed events (ens_prob) 
Both skill score and forecast probability were important for evalu

ating the performance of the ensemble forecast system. The forecast 
probability of occurrence of the reference category was estimated based 
on the fraction of ensemble members predicting the event, denoted as 
ens_prob. It represented a simplified form to provide an indication of how 
certain forecasts agreed with the observed category based on the spread 
of the ensemble member predictions (the higher the probability, the 
more certainty the predicted outcome) (Ferro, 2014). It was similar to fci,k

m 
in FRPSS, but computed exclusively for the reference category in each 
year at a given grid point. Since the reference category varied spatially 
and temporally, we further divided the period of 1993–2017 into ear
ly/normal/late phenology years when a reference tercile class appeared 
to be a spatial majority in a particular year. ens_prob was computed for 
the classified early/normal/late years accordingly. 

2.5. Evaluation of the potential for seasonal forecast on phenology stages 
(DOY) 

The magnitude of prediction errors between the reference and 
forecast DOY series of each ensemble member was quantified using MAE 
and RMSE at every grid point. The ensemble mean of MAE and RMSE 
was respectively adopted, which were then aggregated and mapped for 
each wine region. Compared to MAE, RMSE put additional weight on the 
large difference (Taylor, 2001). These were two commonly employed 
metrics that could give straightforward estimations of the magnitude of 
forecast errors, allowing direct comparisons to those of other phenology 
modelling studies (Costa et al., 2019; Parker et al., 2013; Reis et al., 
2020; Rodrigues et al., 2022). 

3. Results 

3.1. Evaluation of bias-adjusted seasonal forecast performance 

The forecast series can very well reproduce (R2>0.95) the reference 

series over 1993–2017 for seasonal daily GDD from any forecast 
initialization dates until the empirically estimated latest possible flow
ering (July 31st) and veraison stage (September 30th), irrespective of 
cultivars (Fig. S6–S8). This is also consistent for individual years as little 
variability is found from year to year (Fig. S6–S8). Besides, a statistical 
difference (p<0.05) in the distribution between the full reference and 
forecast series is found in 16/47 and 22/47 regions for the empirical 
flowering and veraison stages respectively for February 1st forecasts 
(Fig. S6), which slightly decreases to 14/47 and 19/47 for April 1st 

forecasts (Fig. S8). Nonetheless, there is a considerable daily bias (day- 
to-day difference) between the reference and forecast series (the biggest 
difference is found in two northern regions 28 and 29), as evidenced by 
the considerable difference in their 90% variability range over 
1993–2017 (a larger magnitude of variability is generally found for the 
reference series) (Fig. S6–S8). This consequently leads to their difference 
in the seasonal total GDD attained (Fig. S9), hence affecting the 
phenology forecasts. For forecasts issued on February 1st, the mean 
observed seasonal total GDD to reach the empirical flowering (July 31st) 
and veraison stages (September 30th) is respectively 2500 to 3300 and 
3700 to >=4500◦C days− 1 for studied wine regions (Fig. S9). For both 
stages, overestimations of seasonal total GDD (indicated by MBE) tend to 
primarily occur in the central and southern (C-S) regions (with lower 
latitude than region 11) whereas most northern (N) regions (with equal 
or higher latitude than the region 11) show underestimation (Fig. 2a). 
Relatively higher forecast errors (RMSE>200◦C days− 1, up to 600◦C 
days− 1) are found in the N regions and lower errors (RMSE<=200◦C 
days− 1) in the C-S regions (Fig. 2b). Since more observations are inte
grated in phenology estimations when the target stage is approaching, 
March 1st and April 1st forecasts show decreased RMSE than February 1st 

forecasts for most of the regions (Fig. 2b). However, the identified 
spatial pattern of underestimations/overestimations remains largely 
unchanged from February 1st to April 1st forecasts (Fig. 2a). 

3.2. Performance of the seasonal forecast on categorical phenology events 

3.2.1. Overall forecast performance 
As shown in Fig. 3, the overall forecast skill (indicated by FRPSS) in 

predicting categorical flowering and veraison events of two varieties 
improves when using seasonal forecasts initialized later in the season 
from February 1st to April 1st. Regardless of stages and varieties, 
February 1st forecasts are not more skilful than climatology (FRPSS<0) 
and March 1st forecasts show low skills in most regions with FRPSS<0.2 
(Fig. 3). Moderately skilful predictions are detected using April 1st 

forecasts in C-S regions (0.2<FRPSS<0.6), while N regions generally 
show marginally useful forecasts (0<FRPSS<0.4) (Fig. 3). In other 
words, April 1st forecasts in C-S regions tend to have a higher probability 
in correctly predicting early/normal/late category than those of N re
gions. Furthermore, comparable forecast skills are found between the 
flowering and veraison stages of both varieties (Fig. 3). This is more 
valuable for the latter given that the veraison stage is usually between 2 
and 3 months later than the flowering stage. Moreover, variety- 
dependant forecast performance is found, especially noticeable in 
April 1st forecasts, where predictive skills of both stages are slightly 
higher for TF (Fig. 3a) than for TN (Fig. 3b). However, the differences in 
predictive skills are much smaller between varieties than between 
different initialization timings (Fig. 3). 

3.2.2. Forecast performance for each tercile 
GSS is computed to provide a measure of how the forecasts on each 

tercile class correspond to the observed tercile. Similar to FRPSS, the 
predictability of each phenology tercile indicated by GSS, also improves 
with initialization timings: barely useful for February 1st forecasts (<0.2, 
i.e. less than one fifth of cases could correctly predict normal events); 
marginally useful for March 1st forecasts (<0.4); moderately useful for 
April 1st forecasts (0–0.6, i.e. correct tercile predictions up to about two 
thirds of the cases) (Fig. 4). No discernible difference is detected 
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amongst early/normal/late tercile using February 1st forecasts, while 
both March 1st and April 1st forecasts indicate a better performance for 
early and late tercile than for the normal one (constantly <0.2) irre
spective of stages and varieties (exceptions only occur in very few re
gions) (Fig. 4). Spatially, better forecast skills in C-S than in N regions 
are mainly discovered for the early/late category using March 1st and 

April 1st forecasts, whereas this is absent for the normal category 
(Fig. 4). Both March 1st and April 1st forecasts show marginally useful 
forecasts (predominantly GSS<0.4) in the N regions, implying these are 
having limited prospects for potential applications (Fig. 4). Besides, it is 
difficult to distinguish the performance between the early and late ter
ciles, as one outperforms the other in some regions and the reverse 

Fig. 2. The difference of seasonal total Growing Degree Days (GDD, ◦C d− 1) attained from a forecast initialization date (February 1st, March 1st and April 1st) to the 
date representing the late bounding value of the flowering (July 31st) and veraison stage (September 30th) irrespective of cultivars over 1993—2017 between 
reference and (ensemble median) forecast data. The difference is characterized as the (a) Mean Bias Error (MBE) and (b) Root Mean Squared Error (RMSE). For MBE, 
positive/negative values indicate overestimations/underestimations of total attained GDD. GDD is computed using daily mean temperature with a base temperature 
of 0◦C. 
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occurs in other regions (Fig. 4). A slightly better performance in TF 
(Fig. 4a–b) than in TN (Fig. 4c–d) is also found, being consistent with 
results from FRPSS. 

3.2.3. Forecast probability of observed categories over 1993–2017 
The 1993–2017 period is classified into early/normal/late 

phenology years based on reference phenology simulations (Section 
2.4.3). The forecast probabilities of the occurrence of observed cate
gorical events in these classified years have been computed for studied 
phenology stages and varieties (Fig. S10–S13). As expected, ens_prob also 
increases from February 1st to April 1st forecasts under classified early/ 
normal/late years (Fig. S10–S13). Normal flowering and veraison years 
account for most of the years during 1993–2017 for both varieties 
(Fig. S10–S13). However, the median ens_prob of early/normal/late 
years, indicates a consistently high forecast probability to correctly 
predict the occurrence of observed categories in early and/or late years 
than in normal years throughout studied wine regions, regardless of 
initialization timings, phenology stages and varieties (Fig. 5). This 
achieves similar results as those from GSS (Fig. 4). The median ens_prob 

of normal years is essentially well below 0.5 for all stages and varieties 
(<50% of correct prediction chances for the observed category in 
normal phenology years), whereas it is common to have >70% proba
bility of correct predictions in early and/or late years (Fig. 5). In 
contrast, the extremely low (5th percentile) and high (95th percentile) 
ens_prob tends (except some of the April 1st forecasts) to follow a similar 
spatial pattern amongst early/normal/late years (Fig. 5). This can be 
associated with a considerable inter-annual variability of ens_prob within 
early/normal/late years (Fig. S14). Such a year-to-year variability of 
forecast performance tends to have a similarly large magnitude at 
different initialization timing (Fig. S14). For instance, despite the overall 
poor skills of February 1st forecasts (Fig. 3–4), prevailing high prediction 
probability (ens_prob>0.8) is still noticeable in some of the early and/or 
late years, e.g. 1993, 1994 and 1996 (Fig. S10–S13). For April 1st fore
casts with promising application potentials, in a cluster of wine regions 
(4,5,8,23,42,45), the predicted probabilities of occurrence of reference 
flowering terciles for TN are quite well (>0.8) in 1997 but poor (<0.2) in 
2014, where both years are classified as early flowering years (Fig. S12). 

Fig. 3. The Fair Ranked Probability Skill Score (FRPSS) evaluated for the seasonal forecast on the flowering and veraison stage categorized in terciles (early/normal/ 
late) over 1993—2017 for (a) Touriga Franca (TF) and (b) Touriga Nacional (TN) in studied wine regions in Portugal. It is evaluated for seasonal forecast initialized 
on February 1st, March 1st and April 1st with a 7-month lead time each year over 1993—2017. Higher/lower FRPSS values denote overall better/poorer predictive 
skills for the terciles. 
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Fig. 4. The Gilbert Skill Score (GSS) evaluated for the seasonal forecast on the (a) flowering and (b) veraison stage of Touriga Franca (TF), and (c) flowering and (d) 
veraison stage of Touriga Nacional (TN) categorized into terciles (early/normal/late tercile) over 1993—2017. It is evaluated for the seasonal forecast initialized on 
February 1st, March 1st and April 1st with a 7-month lead time each year over 1993—2017. Higher/lower GSS values denote better/poorer predictive skills for a 
given tercile. 
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3.3. Assessing the potential of seasonal forecast on phenology stages 
(DOY) 

The quantified magnitude of prediction errors of the seasonal fore
cast of phenology stages also gradually decreases from February 1st to 
April 1st forecasts for studied stages and varieties (Fig. 6 and S15). 
Overall, better prediction performance is also found in C-S than in N 
wine regions, but the prediction accuracy is relatively higher in TN than 
in TF for both stages (in contrast to those in categorical prediction 
performance) (Fig. 6 and S15). For detailed information, a range of 
prediction errors expressed as RMSE (MAE) between C-S and N regions 
for both stages of the two varieties are summarized in Table S2. 

4. Discussion and conclusions 

4.1. Difference between bias-adjusted seasonal forecast and observed 
climate 

The performance of seasonal phenology forecast, using a well- 
adapted phenology model with a seasonal forecast system (ECMWF- 
SEAS5), is evaluated for two important phenology stages of two repre
sentative varieties throughout wine regions in Portugal in 1993–2017. 
The reliability of phenology forecasts would depend on how the raw 
data of seasonal forecasts is being processed. Various bias-adjustment 
methods are commonly applied (Ceglar and Toreti, 2021; Chen and 

Tao, 2022; Wang et al., 2019). We have chosen the quantile mapping 
method because it has previously demonstrated its suitability in pre
dicting wheat flowering timings across Europe (Ceglar and Toreti, 
2021). 

To evaluate the resulting bias-adjusted seasonal climate against ob
servations, a pack of diagnostic metrics are applied (R2, MBE, RMSE and 
Kolmogorov-Smirnov test). The findings reveal that the within-season 
climate variability (seasonal evolution pattern) is well reproduced 
(R2>0.95) by forecast series at different initialization timings and for 
each year over 1993–2017 (Fig. S6–S8). Conversely, a considerable daily 
bias of predicted seasonal climate is found (Fig. S6–S8), which results in 
the difference in the seasonal total GDD between reference and forecast 
series (Fig. 2 and Fig. S9). This can primarily explain the lack of skill 
(Fig. 3) and substantial errors (Fig. 6) for February 1st and March 1st 

forecasts. For April 1st forecasts, such a daily bias (Fig. S6) and resulting 
prediction errors in the seasonal total GDD (Fig. 2b) are still consider
able. The errors in the daily output of seasonal forecasts can lead to large 
prediction errors for variables of interest (Chen and Tao, 2022; Jha et al., 
2019). Chen and Tao (2022) show that seasonal climate predictions 
perform well in reproducing reference climate anomalies, but are poor 
to simulate daily weather conditions, leading to less skilful crop yield 
forecasts than those of climatology. To better translate the untapped 
seasonal climate predictability into information relevant to agricultural 
decision-making (e.g. phenology), we point out the need to improve the 
representation of intra-seasonal variability of climate variables, with a 

Fig. 5. The Empirical Cumulative Distribution Function (ECDF) of ensemble forecast probability (ens_prob) for the estimated occurrence of categorized reference 
flowering (upper panels) and veraison events (lower panels) of (a) Touriga Franca (TF) and (b) Touriga Nacional (TN) over classified early/normal/late years. Early 
years: pink line; Normal years: grey line; Late years: blue line. ECDF is used to characterize the spatial variations of ens_prob for the 5th percentile (5P), median and 
95th percentile (95P) of classified years (see Fig. S10—Fig. S13). At any given ens_prob for different lines, a higher/lower ECDF value denotes a higher/lower 
likelihood of having more wine areas with ens_prob lower than the given value. A significant difference (p<0.05) for each paired distribution of ens_prob amongst 
Early/Normal/Late years is labelled using the Kolmogorov-Smirnov test. It is evaluated for seasonal forecast initialized on February 1st, March 1st and April 1st with a 
7-month lead time each year over 1993—2017 in studied wine regions of Portugal. 
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particular emphasis to explore novel methods to reduce the day-to-day 
difference between predicted and observed seasonal climate. More 
comprehensive and standardized metrics (beyond metrics applied here) 
should be established to evaluate to what extent the difference between 
forecast and observed series could lead to generally poor forecast 
performance. 

4.2. Predictability of categorical phenology events 

4.2.1. Overall performance 
FRPSS is a comprehensive measure to evaluate the predictive skills of 

categorical events from probabilistic forecasts (Ferro, 2014). Our find
ings demonstrate that the predictability of the phenology tercile classes 
mainly depends on the forecast initialization timings, regions and the 
nature of predicting subjects (i.e. phenology stages and varieties). 
Following other studies (Bento et al., 2022; Ceglar and Toreti, 2021; Jha 
et al., 2019), the forecast performance improves with the initialization 
timing along the growing season, as more observed data has been in
tegrated. Notably, this pattern is consistent throughout this study. For 
FRPSS, February 1st and March 1st forecasts show no better performance 

than climatology for most of the wine regions, whereas moderately 
skilful predictions are obtained using April 1st forecasts in C-S wine re
gions (Fig. 3). This may reflect the bottleneck issue in seasonal forecasts, 
i.e. a tendency to better inform farmeŕs decision-making with a shorter 
lead-time (Nyamekye et al., 2021), but with fewer added-values (in 
terms of early information availability) relative to those with a longer 
lead time. A better prediction performance in C-S regions than in N re
gions might be essentially due to a shorter forecast length in C-S regions 
as a result of higher temperatures, with typically earlier phenology 
occurrence (about 20–40 days earlier as shown in Fig. S4–S5). This 
spatial pattern can be further enhanced by the tendency of under
estimations/overestimations for seasonal total GDD in N/C-S regions 
(Fig. 2a), corresponding to later/earlier phenology predictions. There
fore, substantially less amount of forecast information could be utilized 
in C-S than in N regions for the seasonal phenology forecasts of both 
varieties. The spatial pattern of better forecast performance in C-S than 
in N regions remains unaltered for either predicting categorical events or 
actual phenology stages (Fig. 3–4 and Fig. 6). Slightly better predictive 
skills for TF than for TN can be partially attributed to the earlier 
phenology occurrence of TF, particularly for the veraison stage 

Fig. 6. The Root Mean Squared Error (RMSE) between the reference and seasonal forecast on the flowering and veraison stage (DOY) over 1993—2017 for (a) 
Touriga Franca (TF) and (b) Touriga Nacional (TN). It is evaluated for seasonal forecast initialized on February 1st, March 1st and April 1st with a 7-month lead time 
each year over 1993—2017. 
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(Fig. S4–S5) (Costa et al., 2019; Reis et al., 2020). Nevertheless, since 
observed phenology data is not available throughout all wine regions, 
uncertainties exist concerning how the model adapts to the two varieties 
using locally available observations. This emphasizes the need to build a 
network of phenology observations to facilitate extensive model cali
brations and evaluations. 

4.2.2. Forecast skills between early/late and normal phenology tercile 
To gain insights into the predictive skills of each phenology tercile, 

GSS is computed to measure how well the forecasts of anomalies (early/ 
late) and normal events correspond to observations. GSS complements 
FRPSS, as the former additionally reveals that early and late flowering 
and veraison events are more predictable than normal ones, especially 
when using April 1st forecasts (Fig. 4). Therefore, the identified overall 
moderate forecast skills (0.2<FRPSS<0.6) (Fig. 3) result from in
teractions between comparably higher predictability in early/late cat
egories and lower predictability in the normal one. This agrees with 
Ceglar and Toreti (2021) showing more reliable predictions for ear
ly/late than normal wheat flowering terticles in Europe. Anomalously 
early/late phenology occurrence can be reasonably predicted 
(0.2<GSS<0.6) only using April 1st forecasts in C-S regions (Fig. 4), 
which again suggests the role of daily bias of seasonal climate on 
limiting the predictive skills of anomalous events. However, this also 
depends on how the phenology model responds to the bias. As previ
ously discussed, a tendency for early phenology occurrence is associated 
with a shorter forecast length, thus less error-prone. Indeed, for both the 
early and late categories, higher predictability is always obtained in C-S 
than in N regions (Fig. 4). Nonetheless, it remains difficult to accurately 
pinpoint the reasons underlying the constantly poor forecast skills 
(GSS<0.2) of the normal category (Fig. 4). 

Comparable predictive skills between flowering and veraison for 
both varieties (Fig. 3–4) can be essentially attributed to the known 
strength of SEAS5 to capture anomalous signals in summer months, 
where it tends to better capture both the warm (third tercile of Tmean) 
and cold anomalies (first tercile of Tmean) during June–August than 
during March-May in Iberian Peninsula (Crespi et al., 2021). Similarly, 
the ECMWF forecast system coupled with a regression model also shows 
that the predictability of different wine production categories is higher 
in the summer months (May-August) than in the spring months (Feb
ruary–April) (Santos et al., 2020a). Such a performance is particularly 
critical for predicting the late veraison event, which can occur until the 
end of August in C-S regions (Fig. S4–S5). 

4.2.3. Forecast probability of observations in early/normal/late years 
The inter-annual variability of forecast performance is an important 

feature of the Mediterranean climate. In an attempt to minimize such 
influence, the study period is classified into early/normal/late years. 
The classified years vary between phenology stages and varieties 
(Fig. S10–S13), which again highlights the dependence of forecast per
formance on the nature of predicting subjects (Ceglar and Toreti, 2021). 
The median confidence (median ens_prob) to correctly predict the 
reference category is generally higher in classified early/late phenology 
years than that in normal phenology years for most of the wine regions 
(Fig. 5). For a study on early-season predictions of durum wheat yields 
across the Mediterranean Basin, better estimations of observations are 
also obtained in years with either highest or lowest reference yields 
(Ferrise et al., 2015). Since the classified early/late phenology years 
imply the spatial majority of early/late reference categories in those 
years, the forecast probability results reinforce the skill assessment 
findings (Fig. 4), i.e. better predictability for early/late than for normal 
category. In contrast to the median values, a remarkable temporal 
variability of ens_prob over years belonging to the same classified 
phenology years, and for all three forecast timings (Fig. 5 and Fig. S14) 
confirm the substantial impacts of irregular Mediterranean climate 
conditions on seasonal phenology forecast. This can be the main chal
lenging aspect to develop reliable seasonal forecasts in the Iberian 

Peninsula (Crespi et al., 2021). To address this issue, one possible 
approach is to use a better initialization scheme, meaning to assimilate 
more observations and interpolate them to best align with the seasonal 
forecast model, to minimize artefacts at initialization time. Ceglar et al. 
(2018) revealed realistic land-surface initializations in May and June 
can improve seasonal predictions of warm extremes and heat waves, 
leading to better capturing of the inter-annual variability of observed 
maize yield anomalies. A more explicit classification of anomalous 
events, e.g. by adding the extreme categories (<5th and >95th quantile), 
can be useful to better describe the anomalies arising from the 
year-to-year variability. However, this may lead to poorer forecast 
performance for each category, due to the trade-off between forecast 
skills and the specificity of the event to predict. 

4.3. Potential of seasonal forecast on the phenology stages (DOY) 

The categorical predictions only serve to alert winegrowers to the 
probability of having an anomalous event. This may have more practical 
applications at the regional level, as a warning can be issued for a certain 
wine region. However, for those with a clear need for accurate 
phenology predictions, it is necessary to deploy a more precise forecast 
system. For this purpose, our results demonstrate a promising opera
tional forecast for some Portuguese wine regions. The quantified po
tential forecast errors (MAE and RMSE) (Fig. 6 and Fig. S15), show a 
generally similar pattern as those from categorical predictions 
(Fig. 3–4). However, better predictions are achieved in TN than in TF, 
which is contrary to those of categorical predictions. For April 1st fore
casts, with identified moderate skills on categorical events, the predic
tion errors are generally <=10 days in C-S regions and 10–25 days in N 
regions, for both stages of the two varieties (Fig. 6 and Fig. S15). 
However, these errors need to be considered together with simulation 
errors of observed phenology using gridded climate inputs (up to 5 days 
of RMSE) (Fig. 1), leading to estimated cumulative prediction errors of 
about 2 weeks in C-S regions and 2–4 weeks (forecasts are up to 28 days 
apart from actual observations) in N regions using April 1st forecasts. To 
accurately monitor the phenology development and better inform the 
winegrowers, RMSE normally needs to be shorter than a week (<7 days) 
(Parker et al., 2013; Reis et al., 2020). Hence, the accuracy of the current 
seasonal forecast is insufficient to meet such a criterion, but it depends 
on whether the users are risk-adverse or risk-tolerant. 

To further reduce prediction errors, the current framework could be 
directly combined with remote-sensed observations, as it can benefit 
from continuously evolving information on crop growth conditions (e.g. 
LAI and EVI) relating to phenology development (Chen and Tao, 2022; 
Peng et al., 2018). Incorporating remote-sensed observations might also 
provide one pathway to respond to the challenge of obtaining accurate 
data about the canopy temperature over large areas, which is the actual 
driver of vine phenology. Vineyards are associated with topographical 
niches in different regions, and fine-scale microclimate variations are 
greatly influenced by the topography and terrain (Mosedale et al., 
2016). This is a challenging issue to capture by either the forecast (e.g. 
SEAS5 does not allow distinguish micro-climates) or the downscaling 
technique (each one can have its shortcomings). Thus, the operational 
forecast performance can substantially decrease from vineyards located 
within a flat terrain (e.g. Alentejo) to those of mountainous areas (e.g. 
Douro). 

4.4. Recommendations for methodological improvements and practical 
applications 

Our study provides the basis for practical applications, but the 
method itself can be improved. Prospective methodological innovations 
can result from improved forecast systems with higher spatial-temporal 
resolutions, in combination with enhanced observational systems that 
can better characterize the initial conditions. The size of the seasonal 
forecast ensemble and the number of phenology models can be 
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increased. Although the sigmoid mode is well adapted to local condi
tions, the use of a multi-phenology-model framework can be more 
robust to cope with the potential variability of phenology simulations 
associated with different model structures (Seidel et al., 2018; Tao et al., 
2018; Wallach et al., 2021). The multi-model ensemble mean/median 
proves to better represent observations than any individual model 
(Martre et al., 2015). Comparably, different forecasting systems may 
also lead to different seasonal climate predictions and forecast perfor
mance of target variables (Chen and Tao, 2022). The use of various 
forecast systems with large ensembles is also recommended. Nonethe
less, the choice of SEAS5 for the European continent is generally 
considered appropriate (Crespi et al., 2021; Johnson et al., 2019). 
Different calibration/bias-adjustment methods can result in different 
phenology/seasonal climate simulations, which emphasize the need to 
investigate their impacts. All these aspects attempt to address how to 
make the best use of available resources/observations to operationalize 
the seasonal forecast. 

For practical applications of seasonal phenology forecast, it is rec
ommended to always evaluate the relevant lead time and initialization 
for specific regions and events. Our results show promising operational 
forecasts in C-S wine regions (PDO in Alentejo, Lisboa, and Ribatejo) 
initialized on April 1st, i.e. approximately 1–2 and 3–4 months lead time 
for the flowering and veraison stages, respectively. In particular, it is 
early enough for the veraison stage, thus with higher added value. 
Winegrowers can have up to 4 months in advance to develop plans to 
reduce the risk of having low yield/quality. The pronounced ability to 
predict the early phenology tercile can be of foremost relevance to 
making informed decisions for winegrowers in these regions under 
climate change. As increased predictability can be expected, resulting 
from earlier phenology occurrences (Costa et al., 2019), in response to 
the projected warming, with more frequent extreme events in future 
climates for these vineyards (Santos et al., 2020). Moreover, the initia
tives to build climate service tools in a co-design approach with 
end-users, including winegrowers, viticulturists, and service extension 
consultants, can significantly facilitate the implementation of a reliable 
forecast system (Ceglar and Toreti, 2021). The current approach can be 
extrapolated to other wine regions worldwide, mostly to those with 
similar climates. 
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