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Abstract

We consider the continuum Widom-Rowlinson model under independent spin-flip
dynamics and investigate whether and when the time-evolved point process has an (al-
most) quasilocal specification (Gibbs-property of the time-evolved measure). Our study
provides a first analysis of a Gibbs-non-Gibbs transition for point particles in Euclidean
space. We find a picture of loss and recovery, in which even more regularity is lost faster
than it is for time-evolved spin models on lattices.

We show immediate loss of quasilocality in the percolation regime, with full measure
of discontinuity points for any specification. For the color-asymmetric percolating model,
there is a transition from this non-a.s. quasilocal regime back to an everywhere Gibbsian
regime. At the sharp reentrance time £ > 0 the model is a.s. quasilocal. For the color-
symmetric model there is no reentrance. On the constructive side, for all t > ¢, we
provide everywhere quasilocal specifications for the time-evolved measures and give
precise exponential estimates on the influence of boundary conditions.

1 Introduction

1.1 Gibbsian point particle systems vs. lattice spin systems

The study of spatial point processes has enjoyed considerable attention in the last years.
Point processes appear as models for interacting point particles in mathematical statistical
mechanics [36, 21}, 10l [14] as a description of gases or fluids. Adding to this, there has been
a lot of related activity from stochastic geometry [19, 16, 5, 132, [18] and the introduction of
Malliavin calculus [28], [31].

The Gibbsian theory of point particles in infinite Euclidean space presents more subtleties
than the theory of lattice systems with uniformly convergent Hamiltonians. The issues exis-
tence, uniqueness, phase-transitions, variational principle are all more difficult [10} 23} [9, [30]
27, 120} 2]. Loosely speaking Gibbsian point processes are difficult because there is a priori
more chance for unboundedness, condensation, divergences for point particles due to spatial
degrees of freedom and less uniformity is in the game. Hence not all lattice results have coun-
terparts in the theory of point particles, and for some issues a canonical setup has yet to be
found. In the present paper we are contributing to an understanding of Gibbs theory for point
processes and its limits by an investigation of the possibility of Gibbs-non-Gibbs transitions.

Parts of the difficulties of systems of point particles are already present in models of un-
bounded lattice spins which generically have also an unbounded interaction. Here the theory
is less complete than the established theory for uniformly convergent Hamiltonians [13} [15].
There are also some links between unbounded lattice spins and point particles: Some proofs



for measures of point particles proceed by reduction to lattice systems via blocking proce-
dures, see[35, 6, 3.

Gibbs-non-Gibbs transitions appear for lattice spin systems with uniformly convergent Hamil-
tonians where it has been observed that simple stochastic transformations (like spatial block
averaging or stochastic time-evolutions) can produce non-localities which lead to a loss of the
Gibbs property for the transformed measure [40]. These non-localities appear in the condi-
tional probabilities to see a configuration in a finite volume as a function of the conditioning
outside the finite volume. They provide a strong deviation from the spatial Markov property
of the image measure and are signs of a lack of regularity of the time-evolved measure. This
is remarkable and may sometimes result in serious consequences, like the failure of varia-
tional principle, see [24]. For Gibbsian initial measures they are caused by phase transitions
of an internal system, conditional to configurations of the image system we want to study.
A different source of non-Gibbsian measures of lattice systems are projections of quantum
spin chains [7] where a mechanism of quantum entanglement instead of an internal phase
transition is responsible for the appearing non-localities.

It is the aim of the present paper to investigate the Widom-Rowlinson model (WRM) [41] as
a prototypical system of Gibbsian point particles in all intensity regimes, under a stochastic
time-evolution. To our knowledge this is the first study of Gibbsianness (or quasilocality of
conditional probabilities) of a transformed system of point particles.

1.2 Results on the WRM under spin flip.

The continuum WRM is a model for point particles in Euclidean space, each carrying one of
two colors (or spins). Point configurations are distributed according to Poisson processes with
possibly color-dependent intensities, which are conditioned to distances bigger than a given
minimal value 2a, between particles of different spins. The specification kernels obtained
by this procedure are clearly local (in particular quasilocal) as a function of the boundary
configuration. It is one the first of a class of models of interacting colored point particles which
was proved to have a phase transition at large and equal intensities, in spatial dimensions
greater or equal to two [4] [35]. We apply a time-evolution which keeps the positions of the
particles but randomly changes the colors according to independent Poissonian clocks. Note
that only the initial configurations have to obey the color constraint for overlapping discs, see
Figure [f]for an illustration.

We prove that the following scenario of Gibbs-non-Gibbs transitions take place. The main
features are illustrated in Figure [2| Suppose the model has symmetric and sufficiently high
activities, such that there is an infinite cluster. Then there is an immediate loss of quasilocality
for any specification (system of conditional probabilities) of the time-evolved measure which
persists for all finite times. Moreover, the set of discontinuity points of any specification has
measure one w.r.t. the time-evolved measure: There is no a.s. Gibbsianness, but a.s. non-
Gibbsianness. The translation-invariant measures 1;” and 1, obtained by time-evolution of
the extremal translation invariant Widom-Rowlinson states ;1™ > 1~ have each their own
specifications which are different for ¢ < oo.

Still in the symmetric high-activity regime, we consider the limiting measure for t = oo, where
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Figure 1: Realization of the WRM in the phase transition regime under independent spin-flip
at time zero (left) and for some positive time (right).

we randomly assign colors with equal probability independently of the spatial structure, while
keeping the positions fixed. lts internal dependence properties are given by the grey measure
which is obtained from the WRM by forgetting the color-assignment and keeping the spatial
degrees of freedom only. For this measure we show that it is a.s. non-Gibbs, too. While it
is surprising that we even find a full-measure set of bad points, the failure of quasilocality
goes in line with examples in which it has been observed that projections (here: to the spatial
degrees of freedom) may cause non-localities from Gibbsian measures.

Suppose next that the model has sufficiently high, but different activities, such that there is
an infinite cluster. Then we prove that there is a sharp reentrance time t¢ < oo such that the
following holds: There is a full-measure set of discontinuity points of any specification for the
time-evolved measure for all ¢ € (0, t¢) and a uniformly quasilocal specification for the time-
evolved measure for all t € (t¢, 0o]. For this quasilocal specification we obtain very explicit
exponential bounds on the change of the measure in A C R in total variation as a function
of the conditioning far away from A. At the reentrance time t; itself, there is non-Gibbsian, but
a.s. Gibbsian behavior. We also find a non-percolating small-time regime where almost-sure
quasilocality, but not quasilocality everywhere holds, for any specification.

1.3 Lattice spins under time evolution

The time-evolved Ising model in the integer lattice was studied [38]. The authors in particular
considered an initial configuration chosen according to a low temperature plus measure of
an Ising model in zero magnetic field in the phase transition regime, and considered the
symmetric spin-flip dynamics which randomly flips between the two possible spin values plus
and minus according to Poissonian clocks, independently over the lattice sites. This paper, in
which prototypical behavior of lattice spins under time-evolution was studied for the first time,
was very fruitful and stimulating, and it is worth to compare our findings. We see similarities
and analogies but also strong differences between point particles and lattice spins like the
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Figure 2: lllustration of Gibbs-non-Gibbs transitions in time and intensity for the WRM under
independent spin flip.

Ising model.

Clearly the resulting time-evolved Ising measure u; converges locally to the independent
symmetric product measure as time goes to infinity. Nevertheless, it was shown that, for large
enough ¢, the conditional probabilities lose the property of quasilocality as a function of the
conditioning, at some bad configurations. Different to our findings for the WRM, for small
enough ¢ the Gibbs property was proved to be preserved. Indeed, short-time preservation of
Gibbsianness is true rather generally [29, 25]. The sharpness of the transition between Gibbs
and non-Gibbs at a particular threshold time (excluding multiple ins and outs to Gibbs) was
conjectured but not proved.

The hidden phase transitions responsible for the (non-removable) absence of quasilocality of
conditional probabilities appear in the infinite system at time zero, conditional on very partic-
ular balancing bad configurations which are given at time ¢. These balancing bad configura-
tions have to be chosen in such a way as to keep the conditional system neutral. An example
of such a bad configuration for the time-evolved Ising measure is the plus/minus checker-
board configuration, and the mass of bad configurations w.r.t. the time-evolved measure is
zero, so that the time-evolved measure is a.s. Gibbs. In nonzero magnetic field h > 0 the
situation is different: For large enough ¢ the measure becomes Gibbs again, but sharpness
of this reentrance into the Gibbs measures could not be proved.

A similar analysis was carried out for a model of real-valued spins in the phase transition
regime under site-wise independent diffusive time-evolution of the spins [26]. We see a picture
of short-time preversation of Gibbsianness and loss of the Gibbs property at finite times. As
a notable difference to WRM and to the Ising model there is no recovery even in positive
magnetic field, which is caused by the unboundedness of spins.

The low-temperature Ising model under spin flip on regular trees was investigated in [37],
using entirely different techniques of non-homogeneous tree recursions. As a phenomenon
which seems to be possible only for trees the Gibbs-properties depend on the initial Gibbs
state: The maximal Gibbs state ™ and the Gibbs state obtained with free boundary condi-
tions (which are different on trees) behave very differently under time evolution. The free state
has short-time Gibbsianness, but even shows two transitions in time: Non-Gibbsianness with
some bad configuration at intermediate time, and full-measure set of discontinuities for large
times.



A bulk of related work about Gibb-non-Gibbs transitions under time evolution has appeared
[12, 11418l 33]. This includes mean-field and Kac-models for which large-deviation techniques
lead to variational principles which are more tractable than on the lattice. Compare also the
variational approach in path space [39].

1.4 Ideas of Proof.

Our arguments are based on a good understanding of the cluster representation of the con-
ditional probabilities of the time-evolved measure in the form presented in Lemma 3.4. All
effects can be seen from here, after suitable limits, where care is needed for the correct
treatment of infinite clusters.

We find a number of new physical phenomena due to the spatial degrees of freedom of the
colored point cloud which are not present in the Ising model where spatial degrees of freedom
are fixed on the lattice. First of all, there is additional complexity due to spatial degrees of
freedom: It is possible in the non-quasilocal regime to achieve distortions of the locations of
a point cloud in a finite volume w.r.t. the conditional measure by changing only the colors of
the conditioning arbitrarily far away and keeping the locations fixed.

The most striking features of our findings about the time-evolved WRM are the immediate
loss of quasilocality and the appearance of non almost-sure quasilocality. Both do not appear
for the Ising model.

This is best understood on the basis of the cluster representation for conditional probabilities
of the time-evolved measure which makes explicit the clusters C' of the conditional time-zero
model. It allows to see whether transport of information coming from varying boundary con-
ditions far away may (or may not) take place. The perfect color constraint of the WRM keeps
a perfectly rigid coupling for the conditional time-zero measure along those clusters. This
lossless flow of information is responsible for the immediate loss of Gibbsianness. There are
two basic sources for discontinuities of conditional probabilities of the time-evolved measure:
These are the color-perturbations far away, keeping cluster structure fixed, and: Spatial per-
turbations, cutting off an infinite cluster to finite pieces. Both mechanisms assume existence of
large clusters, and their absence hence already implies a.s. quasilocality. Color-perturbations
in particular allow to show badness in the symmetric high-density regime at any finite time.
More than that, they even allow to show badness of any (!) percolating configuration, inde-
pendently of the coloring. The sharp reentrance time can best be understood in terms of
availability of a switch (see Subsection[4.1.2), which describes the interplay between Poisson
activities, time, and magnetization at time ¢ on the cluster, and its weight. The form of the
switch also explains the immediate loss of quasilocality.

The complete proof of non-existence of an a.s. quasilocal specification in regimes of perco-
lation then also involves a version of conditional probabilities for notably finite clusters (see
Proposition[4.11) and a replacement argument for specifications with perturbed conditionings
(see Subsection which needs a bit more care than for discrete lattice spins. Our proof of
existence of a quasilocal specification for t > %« in arbitrary densities, is constructive (see
Propositions [4.4] and [4.5). We define a specification by taking the appropriate formal limit on
infinite clusters (see Definition and prove specification properties (see Lemma[4.3). The



behavior at the critical times ¢ and ¢ = oo needs modified arguments, in the latter case also
involving an argument of cutting off infinite clusters.

1.5 Discussion, generalizations, future research

Summarizing, we have seen that the spin-flip time-evolution of the WRM creates stronger
pathologies than it was known from the Ising model on the lattice: It provides the first example
of non-a.s. quasilocality created by time evolution (compare however joint measures in [24]).
It also provides the first example of immediate loss of quasilocality in non-mean field (for a
mean-field example see however the [8]).

How generic are our findings? It would be interesting to change the initial model at time zero
to a more general Potts gas model, and see how much of the picture we found in the WRM
we can expect to carry over, and what we can expect to be able to prove. We believe that in a
finite-range model where the color constraint of the WRM is not strict, there should again be a
regime of short-time Gibbsianness w.r.t. 7-topolgy. From a different aspect, working with con-
tinuous interactions (as a function of the interparticle distances) would even be nicer, as their
corresponding local specifications are Feller for topologies which allow also for spatial vari-
ations of points (the vague topology on the positive measures one obtains when one puts a
Dirac measure to every particle position) and so there is more regularity in the game. Indeed,
the specification of the WRM clearly is non-Feller w.r.t. the vague topology, and the natural
topology in which to work for initial measure and also for the time-evolved measure hence
is the T-topology. Next, for models of unbounded range of interactions as starting measures
there are new difficulties. For such models it is essential to work with spaces of tempered
configurations, with a good definition of temperedness, and a good choice of topology. An
analysis would have to start from a generalization of our cluster-representation of the time-
evolved conditional probabilities, but this will be more complicated. It could be promising to
use continuum percolation tools of [14] in their proof of phase-transitions of general Potts
gases in this context, and many interesting challenges and open issues remain.

1.6 Organisation of the manuscript

In Section[2) we present the general framework for Gibbs point processes in Euclidean space
and give the definition for Gibbsianness based on the existence of quasilocal specifications.
In Section [3the WRM under independent spin flip is introduced and we give our main results
for quasilocal Gibbsianness in time vs. intensity regimes. Section |4 is dedicated to cluster
representations of the time-evolved WRM for which we present the properties required for the
proofs of the main theorems. All technical proofs are dealt with in Section [5| In the appendix
in Section [6| we collect some general results on percolation for the WRM.



2 Gibbs Point Processes

We consider the Euclidean space R? with d > 1 and fix an integer ¢ > 1. The set £ =
{1,...,q} will play the role of a local state space or in the language of point processes the
mark space. Let €2 denote the set of all locally finite subsets of R?, that is, for w € ) we have
lwa| = #{w N A} < oo for all bounded sets A C R?. A configuration of particles with ¢
different colors is given by the vector w = (w), ..., w(®) where w® € Qforalli € E and
w® N wl) = for all i = j. We denote €2 the set of all colored configurations. Let us equip
) with the o-algebra JF which is generated by the counting variables 2 > w — #(w N A)
for bounded and measurable A € R? and € with the restriction of the product o-algebra
on 29 which we denote . Further we denote by €2, the set of all colored configurations in
the measurable set A C R? and equip it with the corresponding o-algebra JF , generated by
the counting variables. We write f € F if f is measurable w.rt. F and f € F4 if f is
additionally bounded in the supremum norm || - ||. We denote by w = w® U --- U w(@ the
grey configuration of the colored configuration w. By o(z) € E we denote the color of the
particle x € w.

An interaction between particles in 2, with A € R? and boundary condition wxe € e,
where A° = R?\ A, is given by the Hamiltonian

HA(wAwAc) = Z q)n(wAwAc).

NEwAwc: NNAFAD

where the family of potentials ®,, are measurable functions with values in R? U {oco}, when-
ever this maybe infinite sum is well defined.

As an example consider the Potts Gas (PG) as presented in [14] where ¢ > 2 and the
potential is given by

(I)n(w) = Op={z,y} [5a(x)¢0(y)(p(x - y) + ¢($ - y)] (1)
for some measurable and even functions @, : R¢ —] — 00, 00]. More precisely, ¢ is
assumed to be positive and finite range and 1 is strongly stable, lower regular and without
long-range repulsion, for details see [14} [34]. A special case of the PG for ¢ = 2 is the
Widom-Rowlinson model (WRM) with £ = {—1, 1}, as presented for example in [4} 41],
where p(x — y) = 00 X Ljz—y|<24 for some parameter a > 0 is a hard-core repulsion
and ¢ = (0. The WRM is of finite range with parameter a and satisfies the above mentioned
regularity conditions, see [4].

The associated Gibbsian specification is given by

Ya(dwp|wae) = exp(—Hp(wawae)) Zy (wae) P (dway)

where Zx(wye) = [ exp(—Hp(@awne))Pa(dw,) is called the partition function when-
ever itis well-defined. Py = PY' @ - - - ® P]\\q here denotes the ¢-dimensional Poisson point
process (PPP) on €2, with constant intensities A, ..., A\, > 0. That is the measure such
that

oo An
s =W X o)

7



for any bounded and measurable function f on 2. In general, a family of proper probabil-
ity kernels v = (7a)aera is called a specification if the following consistency condition is
satisfied. For all @ € €2 and measurable A C A € R?

Ya(a(dw|)|@) = ya(dw|w).

In the most general form (see [10]), the set of boundary conditions such that the Hamiltonian
Hy and Z, are well defined can be characterized as follows. Let @~ = (—®) V 0, then a
configuration w € € is called admissible for a region A C R%, in symbols w € §27, iff

Hy (Cpwae) = Z P, (Cawne) < o0

nElawpc: NNAZD

for Py almostall {, € Q) and 0 < Zj(wxc) < oo. In particular, the associated Gibbsian
kernels v, are well defined on QZ

Next we give a definition of Gibbs point processes via the DLR equation similar to the one for
classical Gibbs measures on deterministic spatial graphs see [13].

Definition 2.1 (Gibbs point processes) A random field ‘P is called a Gibbs point process
for the specification  iff for every A € R? and for any f € F°,

[ r@rPtaw) = [ f@nwn i (dslwn ) Pd) ®
and P (2} ) = 1. We denote the set of all such measures G(7).

For example, for the PG with potential (1), existence of Gibbs measures is proved in [14]
where admissibility can be replaced by the notion of temperedness, which is defined without
reference to the potential or the volume. Moreover, we note that in the high-intensity regime,
phase transitions of multiple Gibbs measures can be observed for the PG.

2.1 Gibbsianness for point processes

In this section we introduce the notion of Gibbsianness for general random fields P as the
existence of a quasilocal specification for /P. Similar notions for Gibbsianness in lattice, tree
and mean-field situations have been proposed and used to study various statistical mechan-
ics models under transformations, see for example [26]. The criterion for Gibbsianness of
continuum random fields presented here is based on the existence of a version of the finite-
volume conditional probabilities which constitutes a specification. The additional, and very
important, condition is then that the specification is continuous w.r.t. boundary conditions un-
der the T-topology where w’ = w, iff w'(f) — w(f) forall f € |J,cp« F4 and we used
the short-hand notation w(f) = >_, ;. e, f (2, 02).

Let B,.(x) denote the ball with radius > 0 centered at = € R9. We start by labeling points
of continuity for a specification and use this to define quasilocality.



Definition 2.2 Let v be a specification. A configuration w € £ is called good for ~y iff for
anyr € R and 0 < r < 0o and any observable f € F %,-(a:) we have

— 0

\VBT(I)(ﬂwﬂgr(m)c) — VB () ([lwB,(x)c)

as w' = w. We denote Q(7) the set of good configurations. Elements of 2 \ () are
called bad for ~y and ~y is called quasilocal if 2(y) = €.

For example, for the Gibbsian specification of the WRM, any w € 2 is good since the inter-
action is of finite range. Even stronger, the WRM is 2a-Markov in the sense, that Vg, () (dw|-)
is measurable w.r.t. Fp ., (z)-

It is a subtlety of the theory of Gibbs point processes, that Gibbsian specifications are not
always well-defined for all boundary conditions. Even confined to the set of locally finite con-
figurations, the possibility to accumulate arbitrarily many points in finite volumes can lead to
blowups in the Hamiltonian if it is of infinite range. This necessitates notions of admissibility
or temperedness in the design of the theory which guarantee that the set of configurations
where the Gibbsian specification is well-defined, has full mass. In particular, Gibbsian specifi-
cations which are not everywhere well defined, can not be quasilocal. Even more dramatically,
in the setting of the 7-topology even at a boundary condition w where the Gibbsian specifi-
cation is well-defined one can exhibit a sequence w,, of boundary conditions w,, = w along
which the Gibbsian specification is not well-defined. To be more specific, for example for the
Gibbsian specification of the PG with infinite range 1, any w € {2 would be bad w.r.t. the
T-topology. This can be seen as follows. Away from a large but finite volume, any element
of a convergent sequence of configurations can have arbitrarily many more points then w.
Adapting the number of additional points to the, maybe small but non-zero, contribution of 1)
leads to the discontinuity.

In the lattice setting, Gibbsianness for a random field P is defined by the existence of a
quasilocal specification for P. As presented in the previous paragraph, this definition can
not be directly transferred to the continuum setting since it would, for example, label the
infinite-range PG to be non-Gibbs. However, for a random field P to possess a quasilocal
specifications or a specification which is quasilocal away from a set of boundary conditions
with zero mass under P is a way to measure the internal locality structures of P.

Definition 2.3 We call a random field P quasilocally Gibbs iff there exists a quasilocal
specification y for P, otherwise we call it non-quasilocally Gibbs. We call P almost-surely
quasilocally Gibbs iff there exists a specification ~y for P such that P(€2(y)) = 1, otherwise
we call it non-almost-surely quasilocally Gibbs.

Let us abbreviate quasilocally Gibbsianness with g-Gibbsianness and almost-surely quasilo-
cally Gibbsianness with asg-Gibbsianness. The prime example of random fields P for which
we study Gibbs-non-Gibbs transitions are Gibbs measures under transformations. In the fol-
lowing section, we investigate the WRM under independent spin-flip dynamics and show that
it exhibits all the above Gibbsianness properties in certain intensity vs. time regimes.



3 The Widom-Rowlinson model under independent spin-
flip dynamics

Let us start by introducing the WRM model on R? with d > 2 and two-dimensional local
state space £ = {—, +}. Recall that we write solid w for the grey configuration w colored
according to oy, that is, w = w’“. For the WRM the Gibbsian specification is given by

¥ = (7A) Acre With
Ya(dwplwae) = Pp(dwa)x(wawae) Zy (whe).

Here x is either one or zero, depending one whether the interspecies distance is bigger or
equal than 2a for all particles or not. The two-dimensional homogenous PPP P has intensi-
ties A\ for plus colors and A_ for minus colors. The usual normalization constant is denoted
by Z,. This specification  is strictly local since it only depends on the boundary condition
up to distance 2a. We may also write this measure on colored particle configurations inside
A in terms of a two-step procedure by first choosing the particles positions according to a
non-colored PPP P with activity A\, + A\_ and afterwards summing over all possible color-
ings taking into account the compatibility constraints on colors, compare [4, Formula 2.1 and
2.2]. More precisely,

Ya(dwplwae) = Py(dwp)U(doy, ) x(wawne) Zy " (wae)

where U is the Bernoulli measure on the color-space F/, independent over the points, which
has the probability to see color + given by A, /(Ay + A_).

Note that for d > 2 the WRM exhibits a phase-transition in the symmetric high-intensity
regime, see [4],[35]. More precisely, using the FKG inequality, existence of the limits

1. d :i:c = id
AlT%'YA( wplEae) = p(dw)

can be established in all parameter regimes, where 4, denotes the all plus, respectively
all minus boundary condition, see [4, Proposition 2.3.] for the symmetric case. The limiting
extremal Gibbs measures ;= € G(v) are invariant under translation and rotation and un-
equal for sufficiently high intensity. In [4, Corollary] it is shown that existence of percolation in
the Random cluster model (sometimes also called the Fortuin-Kasteleyn representation), is
a necessary and sufficient condition for symmetry breaking with © # 1.

From now on we call A\, = \_ the symmetric regime and A, > \_ the asymmetric regime.
Let us note that absence of phase-transition for all intensities away from the symmetric high-
intensity regime is widely believed to be true but to our knowledge a complete proof is still
missing. At low intensities, with possibly different activities, uniqueness can be proved on the
lattice in any dimension by cluster expansions. The corresponding result in the continuous
setting is standard. Surprisingly, even in the two-dimensional lattice analogue of the WRM,
absence of phase-transition in the asymmetric regime is not proven in all parameter regimes,
see however [17].

10



We always start at time zero in some ;1 € G(v) and apply a rate one Poisson spin-flip
dynamics
pt(o'x7 a-x) = %(]‘ + 672"’)101:&I + %(1 - 672t>]‘0'z7é&z

independent over the sites. We investigate the time-evolved measure p; = py. In the fol-
lowing subsection, we formulate our main results about Gibbsianness of the time evolved
WRM.

3.1 Main results

Let us denote by G(y™™) the set of Gibbs measures for the symmetric WRM. Moreover
we denote by T is the plus-extremal Gibbs measure. Further, we will refer to the intensity-
dependent critical time which is given by
1 Ap + A
tg = = log ———
A R S VY
for A, > A_. Let us start with our result for the g-Gibbsian regime. For this first observe that
for Ay > A_andtg <t < oo we have

1 1 )\+ 1 + 6_2t

0.
R 2a A -

Let d(A, A) = inf e 4en |2 — y| denote the set distance between sets A, A C R%.

Theorem 3.1 In the asymmetric model lettg < t < oo. Then p; is g-Gibbs for a speci-
fication ~ with the following exponential decorrelation property. For any 0 < r < oo, there
exists a finite constant A = A(A,, \_,r) such that for all v € R%, & € Q2 and observables
f€Fh

< Al flle BN

sup Q\’?Bmc)(f |@A\B, () Wae) = VB, @) (fl@a\ B, @ wWhe)
wh,wee

Next we present our results on asg-Gibbsian regimes. For this we have to collect some infor-
mation about the support of the transformed measure. Since the time evolution only changes
the colors of configurations, all questions concerning grey configurations under the trans-
formed measure can be answered w.r.t. the WRM. Our main concern will be about the exis-
tence of infinite clusters in the WRM. A connected component or cluster C' of points in a grey
configuration w is a subset C' C w where for every x, y € C there exists a finite set of points
{z1,...,2,} C C such that with z,, .1 = y and g = = we have |z; — z;_1| < 2a for all
i€{l,...,n+1}. Forany A € R?denote

{A & o0} = {w € Q: w has an infinite cluster C' with C' N A # (}.

We will call the parameter regime where 1({B,(z) ++ oo}) > 0 for some x € R? and
r > 0 the high-intensity regime and the parameter regime where ({B,(z) <> co}) = 0
forallz € R?and r > 0 the low-intensity regime of the WRM. We provide proofs of existence
of nontrivial high- and low-intensity regimes in the appendix in Section[g]
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Discontinuity for small times is based on the existence of infinite clusters. The next results
shows that, for low intensities, almost-surely there are no such discontinuities which implies
asg-Gibbsianness.

Theorem 3.2 Consider the symmetric model and let i € G(v™™) be any starting Gibbs
measure. In the low-intensity regime the time-evolved measure i, is asq-Gibbs but non-q-
Gibbs for all 0 < t < o0. For the asymmetric model uf is asq-Gibbs but non-q-Gibbs for all
0 < t < tg in the low-intensity regime.

Note that the critical time is included in the above result. Further note that in the asq-Gibbsian
regimes, p; is not Markov in the sense that it depends on the boundary condition only in a
finite vicinity. The immediate loss of continuity of any specification, which can usually not
be observed in models with fixed geometry, see [25], leading to non-asg-Gibbsianness, is
mainly an effect of the hard-core interaction. Note however, that there are very particular
examples of mean-field models, see [8], which show immediate loss of Gibbsianness. We
do expect short-time preservation of Gibbsianness to be present for instance in models with
o(x —y) = Vo X Ljz_yj<2q With Vy > 0 large but finite.

For the high-intensity regime and times strictly smaller then the critical one, we show non-
asg-Gibbsianness.

Theorem 3.3 Consider the symmetric model and let i € G(v™™) be any starting Gibbs
measure. Then i, is non-asq-Gibbs for all 0 < t < oo in the high-intensity regime. For the
asymmetric model ji;" is non-asq-Gibbs for all 0 < t < tq in the high-intensity regime. In
both cases if 1, € G(¥) for some specification 7, then pi;(2(%)) = 0.

For the symmetric model in the above regimes, we exhibit specifications v # ~~ for yu;"
and u, which are non-almost-surely quasilocal in the appendix in Section@

The method of proof of Theorem[3.3]is based on color perturbations. At the critical time for the
symmetric model, ¢ = 00, slightly refined arguments allow us to produce discontinuities with
full mass via a different mechanism of spatial perturbations for the Gibbs measure 1}, = fi.
The critical time for the asymmetric model shows different behavior. Here the specification ~
that we presented already in Theorem [3.1] is still a specification where discontinuity points
now have zero mass. This implies asg-Gibbsianness.

Theorem 3.4 Consider the symmetric model. Then ujo is non-asq-Gibbs in the high-intensity
regime. Moreover if i, € G(¥) for some specification 7, then u (2(%)) = 0. For the
asymmetric model ut*G is asq-Gibbs but non-q-Gibbs in the high-intensity regime.

Let us note that case ¢ = 00, in the symmetric and in the asymmetric regimes, is equivalent
to the case where the colors are simply disregarded. More precisely, the above results imply
that p o T—' with T : w — w is non-asg-Gibbs in the symmetric case and asqg-Gibbs in
the asymmetric case. Table[T|provides an overview for Gibbsiannness transitions in time and
intensity for the WRM under independent spin-flip evolution.
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Table 1: Gibbsian transitions in time and intensity.

G(v) time high intensity | low intensity
0<t<tg non-asq asq, non-q
Ay > A | opt t=tqg asq, non-q | asg, non-q
ta <t <o q q
7 0<t<oo non-asq asq, non-q
)\+ - )\_
T t = o0 non-asq asq, non-q

4 Strategy of proofs

As a first step to the proofs, we derive an expression for the conditional expectation of the
time-evolved Gibbs measure in a large but finite volume. This expression is based on a re-
formulation in terms of clusters of the grey configuration. A crucial quantity will be presented
which involves the magnetization of the boundary condition. In certain time versus intensity
regimes (as in the first and forth line of Table [1) this quantity will act as a ’switch’ and infi-
nite clusters can influence the finite-volume conditional probability. In other regimes (as in the
second and third line of Table[f), the switch will be inactive and the model will turn out to be
asg-Gibbs.

4.1 Notations

Let us introduce the necessary notations. First we write

g
AL

(0%

where we always assume A, > A_ which favors the plus sign. The other case follows by
symmetry.

4.1.1 Cluster types

Recall that we write w for the grey configuration of w. It will be of central importance to
consider the connected components, that is, clusters of the grey configuration w. We denote
by C(w) the set of all clusters of w respectively w. Note that w can be identified with C(w).
For some A @ RY, fix grey configuration wxwae. Then we distinguish two types of clusters.

1 CA(wAwAc) = {C € C(wAwAc) : C ¢ /_\C},
2 CAC((JJAC) = {C € C(U)AU)AC) : C C /_\C}
where A = UxGA By, () and the type-two clusters are independent of wy. In particular

C(wpawpe) = Ca(wpwpe) U Cpc(wpe) and we will often suppress the dependence on wye in
both clusters types to ease notation.
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4.1.2 Magnetization and the switch

For a given colored configuration w, we define the magnetization as

where o is the coloring of wy. Further we denote by |a|jE the number of £-spins in 0. For
magnetization m € [—1, 1], the sign of the following quantity will be import

)\+ 1 + 6_2t
m) = log — + mlog —.
g(m) = log = +mlog -——
Recall our definition t = % log ifji: for A\, > A_. We can distinguish several regimes:

1 ForAy > A itg<t<oo = g(m)>0foralme [—1,1]

2 ForAy =A_:t=00 = g(m)=_0foralme[-1,1]

3 ForAy > A :tg=t = g¢g(m)>O0foralme (—1,1]andg(—1) =0
4 In all other cases g(m) has no definite sign.

In short, the Case (1) implies g-Gibbsianness. The Case (2) although g is fixed, gives rise to
non-asg-Gibbsian behavior due to cluster perturbations. The Case (3) implies asg-Gibbsianness
since the change of sign is only possible for m = —1 which is of zero mass. The Case (4)
gives rise to non-asq-Gibbsian behavior due to color perturbations. The quantity g is going to
appear in the following form which we will call the switch

plwe) = exp ( — ]wc|g(m(wc))).

Note that if the cluster C' is infinite and the magnetization is well-defined, then p(w¢) €
{0,1, 0o} depending on the sign of g(m(w¢)).

In the following subsection we give useful representations of the finite-volume versions of the
time-evolved Gibbsian specification of the WRM. In particular they will exhibit the switch. To
further ease notation, for the rest of the section, we will write B = B,.(x) for some x € R?
and r > 0 and denote P* the PPP with intensity ..

4.2 Finite-volume conditional probabilities
Let us fix some 0 < t < 0o, A € R? and w,« €  a configuration in A° obeying the color
constraint. The time-evolved WRM in A with (not-time evolved) boundary condition w ¢, is

given by

W (f) = / a(dws wne) / P1(0u A5, ) F(@01).

The following cluster representation of this finite-volume time-evolved WRM. Recall that we
write o, for the coloring of w.
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Lemma 4.1 Let0 <t < oo, BC A @R?andwy. € Q any configuration in A° obeying
the color constraint. Consider the boundary configuration wa\p € €, then for any f € F' .,
we have 11\ (flwas) = 75" (flwas) where

f PE; (de)fA(wB) HCGCB(wB) (CY'CHB']lJCmAc:-&- + p(wC\B)I]‘UC’ﬂACz_)
f Pg (dwp) HCECB(wB) (a‘cmBlﬂacmc:i- + p(dJC\B)ILUCmACz_)

(f(wp, ")|@wa\B, wp) with

’Y};AC (f“bA\B) =

where f*(wg) = v

VEAC (&WB “"AJA\B> WB) =

I ( (CNB]| pe(+,4)\7cnB " 4 pi(=H)locns!” (Werp)l )
CeCp(wp) pt(+’—)_|ﬁCﬂB|_ oonac=+ pt(_7_)_‘&CmB|—p C\B)Locare=—

HCECB(wB) (alcmBllﬂmwACZ-i- + IO((':)C\B):H‘UCHACZ_)

Some words of explanation. (1) We give a representation of the finite-volume specification vp
in B within a bigger but still finite-volume A in terms of clusters. This has the advantage to
well quantify the probabilistic costs of changing color from time zero to time ¢, dependent on
the size of the cluster. More precisely, the indicator functions express the fact that if a cluster
is connected to the plus boundary of A, then the whole cluster starts to time evolve from the
plus color. Moreover, the coloring &C\B on a given cluster outside of B, but still inside A, at
time t, creates an additional weight-factor p, the switch. The interpretation is that, according
to the coloring in the condition it is more likely (or less likely) for the cluster to start from an all
plus or all minus coloring at time zero. Of course, spatial positions of colors in that cluster play
no role and thus, the weight factor can be expressed in terms of the magnetization and the
size of the cluster. (2) The color-transition probabilities inside B for given grey configurations
is given by the measure v5. In case f only depends on grey configurations, we have fA = f.
(3) Note the interesting fact that even if f only depends on grey configurations, a perturbation
of colors in the boundary condition, that is, a change in the magnetization, leads to a change
in the expectation of f w.r.t. the kernel. This is in particular also true in the symmetric case
when for example wpe = (ac. Indeed, let Ay = A_, then

[ Pg(dwg) f(ws) HCGCB(wB) (1 + P(‘;’C\B))
[ P (dwg) [eeeswn) (1+ p(@ern))

where p(wc\p) = exp(d_,cc\p 0 log tanh(t)) and the effect of color perturbations is
represented in the exponent. This interesting phenomenon of non-locality is typical for point
processes and goes beyond the Ising world.

Opc (g~

TB (f|wA\B) =

3)

This finite-volume representation suggests the following heuristics for the infinite volume:
Depending on the sign of g(w¢), p tends to zero, infinity or equals one as |w¢| tends to
infinity almost surely. In particular, if t¢ < ¢ < oo in the asymmetric case or ¢ = o0 in
the symmetric case, the switch is inactive, and there is no dependence on the magnetiza-
tion on these infinite clusters. Thus, in the asymmetric case, p becomes small as connected
clusters can become large, independently of the size of the magnetization on which we con-
dition and g-Gibbsianness will follow. If the magnetization dependence remains as connected
clusters grow large, sensitive dependence on the boundary condition remains and non-g-
Gibbssianness will follow. Moreover, note that in the low-intensity regime, the configurations
containing an infinite cluster form a nullset, this will lead to asg-Gibbsianness.

15



4.3 The infinite-volume specification and g-Gibbsianness

First note that for g-Gibbsianness we assume asymmetric parameter regimes where

g(m) = g(=1) = g- > 0.
In this case, the switch is inactive even on configurations with infinite clusters, where the

magnetization can not be changed by local color perturbations.

Inactive switches allow us to build a family of infinite-volume kernels by taking extra care only
for the infinite clusters. We denote C (wp) C Cp(wp) the set of infinity clusters in Cp(wp)
and C5(wp) C Cp(wp) the set of finite clusters.
Definition 4.2 We define for A € R
— A - CPA
J P (dwn) = (wn) Teees oy (@M + p(@ern)) TToees @y @™
f PX(dWA) HCECR(w,\) (O“CM‘ + P(‘-DC\A)) HCECXO(wA) alCNAl

where [ (wa) = v3°(f(wa, -)|wae, wa) with

VXO(&UJA|GJAC7WA) = H pt(+, +)|&COA‘+pt(+, _)\3Cm/\\_ «
CeCP(wa)

i (flwac) =

5 + 5 - 5 + 5 -
HCGCR(‘”A) (O“COA‘pt(+y+)‘Janl pt(+7—)|°CﬂA‘ +pt(77+)‘dCﬁA| pt(77,)\O'CmA\ p(wC\A))

Heeet wy) (O‘lcm“rp(@'c\A))
Further we denote v = (v°) acrd-
Let us first assert properness and consistency of v*°.
Lemma 4.3 For all times and intensities v*° is a specification.

The following proposition shows that in the right parameter regime, where the switch can not
be fully used, v*° is indeed a specification for the time-evolved Gibbs measure.

Proposition 4.4 In the asymmetric regime assume tg < t < oo, then 7 € G(7*).
In the large-time regimes, we can further prove a strong form of quasilocality of v°°.

Proposition 4.5 In the asymmetric regime assumeto < t < oo, then g_ > 0 and there
exists finite A = A(\y, A\_, r) such that for all &> € §2 and observables [ € Fb,

< A||f\|e_9*d(B’AC)/(2“).

sup |75 (floaswae) =75 (floaswic)

wlw2e
Now Theorem is a direct application of the preceding results. [Proof of Theorem By
Lemma4.3|and Proposition ~°° is a specification for the time-evolved Gibbs measures.
Moreover, v*° is quasilocal by Proposition |4.5| which implies g-Gibbsianness. The more re-
fined exponential locality in the asymmetric case of Proposition |4.5| is simply recorded in
Theorem[3.1] O

As mentioned above, 7°° can also serve as a specification in other regimes, as long as infinite
clusters appear with zero probability. This is the main idea in the next subsection.
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4.4 Asq-Gibbsianness

Note that for sufficiently low-intensites, in the symmetric model, the WRM has a unique Gibbs
measure [4] while in the asymmetric model this is expected but apparently not proved. The
following proposition asserts that for all times in the low-intensity regime, v is a specification
for the time-evolved measures.

Proposition 4.6 For the symmetric model ji; € G(y*°) for all 0 < t < oo in the low-
intensity regime. For the asymmetric model 117 € G(y>) forall 0 < t < tg in the low-
intensity regime.

Moreover, as provided by the following lemma, boundary conditions which do not contain
infinite clusters are good points of v°.

Lemma 4.7 For all w € £ which contain no infinite cluster and all f € F b, there exists
A & R? such that for all A C A

= 0.

sup |3 (fl@aswic) — 75 (floaswic)
wlw2e
The previous results directly imply the asg-Gibbsianness in Theorem

[Proof of Theorem - asg-Gibbsian part] By Lemma and Proposition , Y is a
specification for j, and 0 < t < oo respectively 1 and 0 < t < t¢ in the low-intensity
regime. By Lemmal4.7|we have 1, (€2(7>°)) = 1, respectively 11,7 (2(7°°)) = 1, this implies
asg-Gibbsianness. d

As for the critical time in the asymmetric regime, first note that on infinite clusters, magne-
tizations are biased away from minus one. More precisely, let us define m; = p,(+,+) —
pi(+,—) =€ >0andforalle >0

Q°F ={w € Q: liminf m(wenp,) > ¢ for all infinite clusters C' of w}.

ntoo
Then we have the following result.
Lemma 4.8 Itis a fact that j1;” (™) = 1.

The next results in particular implies that 2™'¢ C (7).

Proposition 4.9 There exists finite A = A(\,, A\_, 1) such that for all observables f € F,
and configurations w € ""'¢ we have

< AHfHe‘d(B’AC)/(z“).

sup Q|’Y%°(f\@A\Bwkc) — 75 (floaswic)
w,we

The previous results directly imply the asg-Gibbsianness in Theorem (3.4
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[Proof of Theorem - asg-Gibbsian part] By Proposition ~°° is a specification for ,uzg
which is concentrated on "¢ by Lemma But by Proposition 1 () =1
and thus 4", is asg-Gibbs. O

In the next subsections we discuss the non-g-Gibbsian and non-asg-Gibbsian regimes. The
main task here is to transfer knowledge of bad points for a given version of finite-volume con-
ditional probabilities on positive-measure subsets of configurations to any other specification.

4.5 Non-asqg-Gibbsianness

In this subsection we assume parameter regimes where at least one of two mechanisms is
available. The first one involves color perturbations. More precisely, if g(m) can have positive
and negative signs as m € [—1, 1], discontinuities can be produced by changing colors in a
large but finite cluster. Existence of infinite clusters can always be assumed when analyzing
asqg-Gibbsianness and is guaranteed almost surely in the high-intensity regime. The second
mechanism works for ¢ = oo in the symmetric case, where discontinuities can be produced
by means of spatial perturbations. Let us start by defining probability kernels similar to v,
but without the infinite components.

Definition 4.10 We define for A € R¢

J Pr (dwn) fi(wn) TTeeet (wn) (@1 + pl@era))
J Py (dwy) HCEcg(wA) (al€PA + p(wena))

Ta(flwae) =

where f'(wa) = Vi (f(wa, -)[@ac, wa) with

(CAA| pe(+,4)17enal™ pe(—H)locnal™ .
HCGC&(MA) (Oé ptt(Jr,f)*\&cmAF ptt(f,—)*\&cm\l’ p(wC\A))

HCGCfA(wA) (al€7A + p(@ea))

Vi(&wA\wAc,wA) =

Further we denote ' = (V) rcra.

Note that we do not claim that +/' is consistent, but we show that v' is a representation of the
conditional probabilities of p; away from the infinite components.

Proposition 4.11 Let j1 € G(+*™) for the symmetric model or j = ™ for the asymmetric
model. Then for all 0 < t < oo and p-almost all w € () we have

1| @) LB oo (Wre) = Yp(-|@Be) Lpgoo(We).

Note that (B ¢ 00) = u(B ¢ o0) > 0 forany i € G(7y). The next proposition asserts
that ’yfg is discontinuous at configurations which do have an infinite cluster communicating
with B. More precisely, we show that vfg is discontinuous even under color perturbation for
times smaller then the critical time. In the sequel when we write w™, we assume w® = w
and Uf = £+, in words, wtisa configuration with only plus or only minus colors.
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Proposition 4.12 Let() < t < oo for the symmetric model or(0 < t < t¢ for the asymmetric
model. Then for all A € R? and all L > 0, there exists N € N, f € F% and§ > 0 such
that for alln > N,

inf B(floaws \n) — 1p(flosws, )| >0
G)E{BHBI,CL%:\wA\B|<L’7B(f‘wAwB”\A) ’yB(flwAan\A)l

For the symmetric case at t = 0o, the Gibbs measure 1, = u__ is color-blind and 7> is a
specification.

Proposition 4.13 In the symmetric high-intensity regime put, € G(~v).

Moreover, a spatial perturbation can be used to exhibit discontinuities independent of the
coloring.

Proposition 4.14 In the symmetric regime lett = oo, then there exists f € F and § > 0
such that,

1. . f o0 ~ ¢) — o 8 > 5.
o we{%’leoo}hB (flwse) =73 (f|wA\B>‘

In the high-intensity regime, under p;, configurations which have an infinite-cluster connected
to B3 have positive mass. In particular, points of discontinuity for 7' are essential under ji; and
therefore no specification for 1, can be quasilocal almost surely. This is the main idea for the
proof of the non-asg-Gibbsian part of Theorem and

4.6 Non-g-Gibbsianness

For the asqg-Gibbsian regimes, it remains to show non-qg-Gibbsianness. For this we use the fol-
lowing argument. We exhibit particular bad boundary conditions which have infinite clusters.
They can be approximated by convergent sequences (together with positive mass perturba-
tions, see for example Figure [3) which have growing but finite clusters. In order to show that
the jump occurs for any specification we use the positive mass perturbations to replace the
unknown specification by 7f for which we know that the jump occurs. This gives the non-g-
Gibbsian part in the Theorems|3.2/and

5 Proofs

The ordering of the proofs presented in this section is mainly based on the technics required.
As a result, they do not follow their numerical ordering. We use some more notation.

[Proof of Lemma Let us write very short U(o,,6,) = U(0,)pi(0s, 0,) for the time-
dependent double layer single-point measure. We derive the form of the finite-volume speci-
fication by introducing a cluster representation, lifting boundary conditions on individual clus-
ters via their magnetizations to the exponential scale and using appropriate normalizations.

19



Let us start by writing /u; instead of 11;”A". Then we have

A S Po(don) Sy, [U00g @60)f (@5,0u5) S
,Ut(f’wA\B) - fPB(dUJB)ZO'wB Ulowp) 22

Twp\ B U(owy\ g 9wy g )X(@awac)

U(U“’A\B ,&WA\B)X(wAwAc)

TWA\B

where wy = wp'? wAth\B. We abbreviate the integration w.r.t. the coloring and write

USens (f, waA\B) = UmBen (f7 WBWA\BwAc)

= Z / U(UWB7 d6w3>f<w37 60-!3) Z U(UWA\B’ 6WA\B)X<wAwAC)'

Ouwp wp\B

Then, we have the shorthand notation

Nt(.ﬂ‘bA\B) = /PB(de)U&“’A\B (f,WBwA\B)/\/PB(de)U&wA\B (LWBWA\B)'
(4)

Due to the color constraint x, at time zero, there can only be a uniform coloring on every
cluster C(wpwa\pwae) = Cp(wp) U Cpe where the clusters in Cpe are independent of wp.
The CB(wB) clusters are random variables w.r.t. wg. In particular, by the independence of
the Bernoulli process, we have

Uﬁ'wA\B (f7 WBWA\B) — U&“’A\B (f’ CB(WB))U&WA\B (1, CBC).

The last term also appears in the normalization and hence

) = [ Pt (7. Cotin) [ Poldan)tsn (1Colon)
Defining a conditional color-expectation of f as

fwp) = U (fICs(wr)) = Uoens (f, CB(WB»/U&LUA\B (1,Cp(wg))

we arrive at the expression

ut(f|ch\B) :/PB(de)fA(wB)U&“A\B (1,CB(WB))//PB(de)U&“’A\B (1,CB(wB)).

In words, the conditional probability has been expressed as a conditional Bernoulli average
at fixed locations in B which will be averaged over a point measure for colorless point config-
urations which itself is distorted in a boundary condition-dependent way. Now, the Bernoulli
expectations are given by

Une (1,Cpwp)) = [ (™, 4)eemmel py (4, —)loermnln,
CeCp(wn)

+ j\LcmMpt(_, +)|&CﬂA\B|+pt(_’ _)lécm\B\_ ]lacm\c=*)' (5)

Note that, all the products over clusters are finite products since, for finite B there is only a
finite number K' = K (B) of clusters connected to B, but not necessarily a finite number of
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points in . A trivial upper bound for this /' would be the volume of B divided by the volume
of a ball of radius a. We further note that the expression (5) does not depend on the geometry
in a very complicated way. It depends only on the number of points of C'in B, the number of
points of C'in A\ B, and the magnetization

me = \Cm\\ Z &

z€CNA\B

on C'N A\ B. We make further rewritings to make the magnetization of the conditioning
explicit. Writing the integers as |Gcra\s|* = |C N A\ B|(1 £ m¢)/2 we obtain

U&wA\B (1, CB((JJB))

J|CNA |[CNA\B|/2 , mc|CNA\B|/2
=TI (™t omr, ) N e
CeCp(wp)

{ CNA\B|/2 —mc|CNA\B|/2
+)\|70m‘(pt(+,+)pt(+,—))l NA\B|/ (Pt(+,+)) c|lCNA\B|/ ﬂacmc:_>

pt(+,—)

and note that

CNA\B|/2 Cr(wp)NA\B|/2
H (pt(+,+)pt(+, _))| \B|/ _ (pt<+7+>pt<+, _))\ B(wp)NA\B|/
CeCp(wg)

is in fact independent of the configuration wg. In particular, it cancels out with the correspond-
ing term in the normalization and we have

Mt(f|wA\B)
CNA| m \CﬁA\B|/2 JCNA| —me|CNA\B|/2
[ Pe(dwp) W) Toee s o) M6 Loope=t+A T g, MO Loope=—)
- CNA \CﬂA\B\/2 CNA| —m |CmA\B\/2
fPB(de)HCECB(wB)(A‘ lq"¢ Lograe—++A Mg e Logaae=-)

where we wrote g; = pi(+, +)/pi(+, —) = coth(?). Further, for large |C'\ B| all that mat-
ters is the relative size of A, g, c/? compared to A q; mel? For large |C'\ B] this difference
will appear much amplified in the quantities

C\B N m
\B _ = (g, 0/2)|CDA\B|

Py C\B (5\ *mc/2>|CﬂA\B|

and p_

In particular, using this notation we have

J|CNA| mc|CNA\B|/2 J|CNA| —me|CNA\B|/2
H ()\|+ﬂ |Qt c|CNA\B|/ ﬂacmc=++)“— IQt cl \B|/ ]lacﬁ,\c:—)
CeCp(wn)
J|CNB| C\B J|CNB| C\B
- H ()\|+ lp—l-\ HUCnAC=++)\‘— ‘p—\ ILUCOAC:*)
CeCp(wn)
=X T o9 PP et + p(@0\8) Logye—-)
CGCB(LUB)

where p(wWe\p) = pg\B/pi\B. A small inspection yields that [ [occ, () pi\B does not

depend on wp, so we can safely pull it out of the Pg-expectation and it cancels with the
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corresponding term in the normalization. Moreover, note that the density S\E”B‘ can be moved
into the intensity of the PPP P which gives rise to 5 also in the normalization.

Finally, writing 2 for the summation obeying the color constraint, we have

HCGC(wB) ZUCQBU(O'C’QBa &COB) ZUO\B U(UC\B, &C\B)
Hcecws) 2ocnnUl0cnB) X0, , Uloc\s, 0c\B)

=) f (@B, 6 )V (G | @ a5 W)

O'wB

P wp) = Z f(ws,0uy)

and we arrive at the required representation. d

Note that, moving a!“Alinto the Poisson expectation, 7> can also be written in the following
shorter but less intuitive form which we will use for the following proofs.

J Py (dwa) £ (wn) Tl oect () (1+a 1M p(0en))
J Py (dw,) Hca:g(m) (14 a=1CMp(weva))

i (flwae) =

with f°°(wp) = v (f(wa, ) |@ae, wy ) where

HCECR(UJA) (1 + p(@cra)p(@ena))
HCecg(WA) (1 + 0‘_|COA‘P(‘:’C\A))

~

VXO((}WAM)AC?(’UA) - pt(aw[\>

and we abbreviated p; (6., ) = pi(+, +)1%al " py (4, —)1%al™

[Proof of Proposition[4.3] We first check consistency by direct computation where consistency
means, that for all local observable f € F, A C A @ R? and boundary conditions @, we
have

T2 (R () wae) = 72 (fl@ae). 6)

Starting from the I.h.s. of (6), not considering the normalization in A, we have the following
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equivalencies.

[ PLn) Yk Glosnwadn(a) T (14 plecns)ol@ens)

Gwa CeCl (wawae)
= /PX\A(CZWA\A) Z Yx (flwaawae)
Gwa\a
[P Ynen)  TT (1 slécnalntns)
Gup CECfA(wAwAc)
- /PX\A(CZWA\A) Z 7?\0(f|wA\AwAc)pt(&wA\A)
Gwa\a
% H (1+ p(@ena)p(@era))

CECfA (UJAUJAC)\CR(WAOJA\AUJAC)

[P Y ne.) T G+ semsn@as)

&WA CGCR(UJAWA\AUJAC)
:/PX\A(de\A) > /PI(de)foo(wAwAc) 11 (14 a7 1“Mp(@ena))
Gwa\a CeC (wawaawac)
X Di(Gumyn) 11 (1+ p(@cra)p(@cna))

CECfA (wAwAc)\CR(wAwA\AwAc)

= [ PR Y sorwnonn)  TI (+plocnslploes)

Gwa CECfA(wAwAc)

which proves consistency. Since properness is immediate by the definition, we have that v*°
is a specification. d

[Proof of Lemma First note that for any infinite cluster C' of a configuration w which is
drawn from p™ we have we = +¢. In particular, if W is the time evolved configuration w¢
we have
lim inf m(Wenp,) = liminf |C' N B, | Z 0 (t)
ntoo

ntoo
zeCNB,

where the summation is over independent random variables with distribution p;(+, -) which
has expectation m;. Thus by the strong law of large numbers pj(th) = 1. a

In the sequel we denote by C#° (wp) all clusters in C(wp) which are not completely con-
tained in A° = A \ . Further, CA(wp) = Cp(wp) \ C& (wp) and C3™ (wp) C Ch(wp)
is the set of finite clusters not completely contained in A°.

[Proof of Proposition The idea for the proof is to use finite-volume approximations. Let
f € F% where B = B,(x) for some arbitrary 2 € R% and 7 > 0, then by the FKG
inequality, existence of

i (f) = Bam i pe(f) = B g3 (F) = Jim, g3 (5 (/1)
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is guaranteed, see [4), Proposition 2.3], where 4 ,c denotes the all plus boundary condition
(at time zero). Then, introducing another volume A € R? we can estimate

i (F = A5 FIN] < 1 =75 I+ IE ) =75 ()
< lim 3 (F = 2 (I IE ) =2 (DI

ATRE

< limsup |75 (f1-) = v (FI) + I3 (F1) = v (£
ATRE

<limsup [ (f1-) =75 (S + 2075 (1) = 252 (1))
AtRd

where |75 (F1) =3 (F1)| = subgeq 1V (Fl@s)—75% (Fl@ay ). Hence, it suffices
to show that |75 (f]-) — % (f|-)|| is arbitrarily small for sufficiently large A. Let & € Q

then, using Poisson void probabilities to bound denominators away from zero, we have the
following estimate

V5 (fl@wse) = 75 (flwoas)]
< €A+|B|[/P§(d¢03)’foo(w3) H (1 +a lcmB'P(wC\B))
CGCfB(UJB)
B fA(wB) H (locm\c=+ + o ‘CQB‘p(wC\B)EUcmAC=*)‘
Cect(wp) (8)
+||f||/P§(de)‘ H (1+a IGmBIp(wC\B))
CGCfB(wB)
o H (]lffcm\c:+ +a —lonB Ip(wC\B>]‘0’CmACz_) ‘]
CceCh(wp)

where Cg(wB) = Cp(wpwna\p+ac). Separating the factors which both products have in
common, the last summand in (8) can be bounded from above by

| flle 2! / PRtaep)( T (40 p@e) ~1).

cect? (wp)

Note, that this is zero if 5" (wp) is empty for all wy. Moreover, for ¢ > ¢ we have
,O(C:JC\B) < @_|WC\B\9— < e—g,d(B,AC)/(za)‘

Further, recall that the number of clusters in |Cp(wp)| < K is finite where K = K (r). Thus
(9) is bounded from above by 2% e~9-4(B:A%)/(24) which tends to zero as A tends to R%. For
t = t note that, using Lemma 4.8} instead of || - || we can consider

v (F11) =78 (F1)llie = sup WE (flwse) =13 (floms)|-

wentc

In this case p(we\p) < alwensllipe) < q=dBAY/(29) ginge (1 + p,,) > 1 and thus
also in this case (9) tends to zero as A tends to R%.
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W.r.t. the first summand in (8) we use very similar arguments. Resolving the color expectation
and separating common factors, we have the following upper bound

£ (|21 /P4A+(dw3) sup ( H (14 p(@enp)p(wens)) — 1)_

Gup cec f AC (wg)
Since SUps,, . p(wenp) < 1 we can use the same upper bounds as above for both cases
t>tqgandt = tq. O

[Proof of Proposition The proof is a simplified version of the proof of Proposition
Since t = oo we can assume f € .7-'1]’3 to be color blind. In particular, we can follow the
same steps as above with f(wp) = f(wp) = f*(wp) = f*(wp). Then the inequality
has the following form,

V5 (flwse) = 75 (flwoas)]
f
< 2||f[|e* " / Py (dwp) |25 memall — T (Lognpemt + Toeope=-) |
CECB(waA\B+Ac)
But the r.h.s. is zero for sufficiently large A, which finishes the proof. g

[Proof of Proposition The proof is another variation of the proof of Proposition[4.4] Similar
to the inequality (8), for boundary conditions W, @? € Q with cb,l\ = d:i we have

B (F1he) — 5 (/125
<o [ i) foen) T (140 Pn(@h,)

cech(wp)

— f2%(wp) H (1+a—\CmB\p(w2C\B>)‘

et (wp) (10)

LA / Pidos)| T (1+a @%@k, 1)

cech(wp)

- I (v armp@t, p))

cect (wp)

where we indicated the contributions of the different boundary conditions by attaching 1, 2.
The second summand in (T0), separating again w.r.t. C5(wz), can be bounded from above
by

115 / PPdos) [ (a9t )

cect (wg)

- II  @+a Pz s)|-

cech? M (wp)

Now, if g_ > 0, again p(d:éliB) < e79-UBAY)/(29) and hence can be bounded from
above by || f||e*+BI2K e=9-d(B:A)/(2a) For the other summand in (T0), similar arguments
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as above allow the following upper bound

e R A TEOE I | W R CE )

g
“Bcecht M (wp)

- I @+ p(@cns)p(@ig)))-

cect? (wp)

(12)

Again, since sup,,  p(Wenp) < 1 we arrive at || f||e* +1P12K ¢mo-dBA/(%) a5 an upper

bound, which gives the desired exponential decay. d

[Proof of Proposition Considering the proof of Proposition |[4.5] note that the estimates
(10), and also hold at the critical time. In particular we still have sup;,, p(wenp) <
1. The difference lies in the fact that at the critical time we have g_ > 0 and not strictly greater
then zero. Observe that g_(m) = 0 if and only if m = —1 and in particular, under the event
QMa |

P& ,) = a 1B 04m@Els) < o lwonnsl(Em@enae)) < o (Imeg /2)d(B,A%)/(2a)

for sufficiently large A uniformly in all finitely many infinite clusters attached to B. |

[Proof of Proposition First note that for f € .’F?X, with A € R? and n sufficiently large
such that A C B,,, we have

(Y1) = 1) = (R 1) = Hgagocy) = (i (f1-) = )L iagooy)
< (W (f1) = FLiagney) + 2 Fll(Lagoo — Lagsne).

Further note that by the definition of the low-intensity regime lim, 1o u({A <> BS}) = 0
and hence for the second summand in

((Lapoo — Lagpe) = p({A ¢ oo} N{A < B })

(13)

tends to zero as n tends to infinity. As for the first summand in ({3), let 1, = limaqga pi,A
for some suitable boundary condition which we do not make explicit here. Then for A O B,,,
we can estimate

pe((A(f1) = F)lagng) < Ali&ld pea((a(f) = F)lagpss)

= AlinEI{ld pea((va (f-) = f)Lagsg) =0

where we could replace 7! by ¥4 due to the cluster-contraint {A # B¢}. d
v v n

[Proof of Lemma[4.7] Recall that there can only be a finite number of clusters attached to B.
For the given configuration @, take B C A € R large enough such that all these clusters
are fully contained in A, then the result follows. O

[Proof of Lemma Again, there can only be a finite number of clusters attached to B
and in this case colors of boundary conditions are irrelevant. For the given configuration w,
take B C A € R? large enough such that all clusters but the unique infinite one are fully
contained in A, then the result follows. O
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[Proof of Proposition [4.11] The proof is analog to the proof of Lemma[4.6] d

[Proof of Proposition The main idea for the proof is that any boundary magnetization in
a first finite annulus can be uniformly dominated by a large enough but finite second annulus
as long as the number of points in the first annulus is uniformly bounded. Indeed, let w €
{B < By} with |wa\p| < L and assume for simplicity of the proof, that in w there is a
single cluster C’ connected to B from the outside, which then must connect B and B¢, This
is a minor simplification since the number of clusters connected to 1B can only be finite. Then,
by definition,

|v5( (floaswy \,) = '7Jf8(f|"bA\ngn\A)|
fP (dwp) fi (ws )Hcecg(wB) (alenPl ¢ p(‘DCﬂA\ngmBn\A»
[ P (dwp) [leeet wp) (alCNBI P(GJCmA\szSmBn\A)) (14)
fPB de)f (wp) HCGCf (wB) (Pl p(wCﬂA\BowBn\A)) |

Recall that the crucial ingredient in the switch p is the sign of the quantity g(m) and note that

wWenpal = [Wonasl 1 —2aL/d(Be, M)
" wonpaal T l@ormsl T 1+ 2aL/d(B;, A)

m(wC'mA\ng’ﬁBn\A)

which becomes arbitrarily close to 1 for sufficiently large n. On the other hand,

[Wermmal = Wainpaal  2aL/d(BS,A) — 1
|Wornnsl + lwenpal — 20L/d(Bg, A) +1

m(GJC’ﬁA\B"‘JE'mBn\A) =

which becomes arbitrarily close to —1 for sufficiently large n. Now, since the switch can be
activated, there exists n x such that for all larger n we have
9- = g(m(‘;’C/ﬂA\BwEvan\A)) <0Oand g = g(m(a’C’mA\ngmBn\A)) > 0.

In particular, in the asymmetric case, we have

"YB f‘wA\Ban\A) f (f";’A\Ban\A”
_ ‘f Pg (dwg) f1 (wp) Hcecf (n) (alCNBl - e=ICNBr\Blg+)
f Py (dwg) HCecf (a|CﬂB| + e~ICNBn\Blg+)
f (dwp) ff (wa) [eect, (g (1 CBlElCNB\Bla— 4 1)

| Pz (dwp) HCGC%(WB)(QICmB|e|CmBn\B|g_ 1) |

and note that the boundary condition also appears in fL.Let f = 1;,,,then f = fi and the
above is bounded from below by

e_’\B|/P§(de) H (al97Bl 4 1)

CECh (wp)\C” (15)
x [al@NBI(1 — lONBn\Blo-y _ (1 — e—IC’ﬁBn\B|g+)H.
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Note that |C' N B,, \ B| > n/2a and thus there exists § > 0 such that for sufficiently large
n we have

1 — -1C'NB\Blg:

|C'NB| >
o T Zza> T e 1O

and exp(|C" N B, \ Blg-) < 1/2. This implies the following lower bound for (T5),

de 1Bl /Pg(de) H (/MBI £ 1) > e~ P18,

CeCt, (wp)\C

In the symmetric case we can proceed similar. Using the same notation, we have

s (Flomswh,a) — Vo Flonsws, )]
_ ‘f Py (dwp) f1 () Tloeer () (1 + €715\ Blor)
J P (dwp) [Teect (o) (1 + e710NBBlas) 16)
/ Py (dwg) f* (wp) HCecg(wB)u + elCNBr\Blg-) |
| Py (dwp)(dwg) [oces (uyy (1 + €lCNB\Blo-) :

Now we have to use a color dependent observable f to exhibit lower bounds larger then zero.
For example, take f(wp) = 14, _, then we have

fjf[(wB) = ijg(f(WBa ‘)|‘:’A\Bw§n\/\) = VfB(+wB|"bA\Bw§n\A)
where for g_ < 0 < g4,

Meect, (o) (pr(H)IC7 Pl (= ) ICNPIFICNBn Blo )

f ~ + —
VB(+UJB |wA\Ban\A7 C«)B) - HC e o) (1+61\CﬁBn\B|gi)
eCpwp

In particular, inserting this into (T6) we can bound from below by

|/PB(de) H (pt(+,+)‘CﬁB‘ _|_pt(_7+)|C’ﬁB|>

CeCl(wp)\C' (17)
% (pt(+, +)|C’OB|(1 . e|C’ﬂBn\B\g_) _pt(_, +)|C’OB|<1 _ e—\C’ﬂBn\B|g+)) }
Similar to the asymmetric case, there exists § > 0 such that for sufficiently large n
PlE ) onpy o Pl ) 1= e O
pt<_7 +) - pt(_7 +) 1- e‘C,an\B|97

and exp(|C' N By, \ Blg—) < 1/2. For such n we thus get as a lower bound for ({7),

5/PB(de)2“’B|pt(—,+)wB > de 1Bl
This finishes the proof. a
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[Proof of Proposition 4.14] Let ¢ = oo in the symmetric regime, f = 1y, and w € {B <
oo} then, for sufficiently large A we have

v (floms) — 15 (flwge)| > e 18 / Py (dwp)(26E@nenn) _ oCh(@nwse))

o—2A-|B|

as required. ]

[Proof of Theorem The idea of the proof is to compare a given p;-a.s. continuous speci-
fication 7 to the discontinuous kernel v' and derive a contradiction. Discontinuities of ¥ are
based on percolating boundary conditions under a change of coloring. We therefor consider
a stochastic kernel, acting only on the colors in a given configuration in the volume A, given
by

/ M(d60y ) f (e, wn,5) = [[] / (d6:)] f(wne, wn, 5,
TEWA
where ¢(o) = 1/2. In words, under M}, the color distribution on a given grey configura-
tion wy is iid equidistributed. We can replace 7 by ¥' under the ju-integral only for non-
percolating configurations. Hence, consider further the joint distribution i of the random ele-
ments (w, w, w!, w?), given by

fir(dw, dw, dw}sn\m dw%n\/\) pi(dew) py(dwlw) Mp,\a(do, @) Mp,\a(do, [

WB \A WBR\A

for A C B,, where p the WRM and 1, (dw|w) the independent spin-flip transition kernel.
Note that for [ fi;(dw, dw, dwy, |, dw} \\)f(@) = [ p(dw) f(@).

Recall that we write w™ for configurations where all signs are fixed to be +. As a first step,
we prove that the continuity assumption on 7 leads to a contradiction. As a second step, we
prove that bad points for v have full mass under pi;. Let us define the integral

I;S\,n = /[’Lt(dw’ d(;)’ deBn\A7 deBn\A)/yE:\Bn(I]‘QBn\Bn |w)]]_(Z)Bn\Bn (w):n'+an\A (UiBn\A)

x 1o, (02, )akemealp.

“Bn\A ( WBR\A

— [ ) [ 1 doleo)gn )L 100 s, 5o 5180 o5

where ¢, (w) = 7;\3 <{@Bn\Bn}|w)1@B’n\Bn (w) is an integrable density with y the speci-
fication of the WRM. The indicator in g,,, which decouples B,, from B;, will later allow us to
replace 7 by 7. By the continuity assumption on 7, we have

f|‘:’A\ngn\A‘:’B%)_:YB(ﬂa’A\B“"gn\A‘:’B%)‘>5

I/{,n < /N(dw)gn(w)/ut(de\B|w)HSUPw1,2 178 (floa\Bwhc) =B (fl@a\ pwic)>d

u(dw)vp 5, <9n / pe(dwn\Bl) Laup_, wB(f\aA\Bwkc)—aB<f|wA\Bwic>l>5“*’)

/M (dw) ran\Bn(gn’w)/Nt(d‘:’/\\3|w)ﬂsupw1,2 175 (floa Bwje) 7B (fl@a\ Bwic)>0
/Mt Supw1,2 7B (floa swic)—TB(fl@a\ pwic)>8
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where in the second last step, we pulled out the integral in vz, \p, using properness. By
dominated convergence, using the assumed continuity of 7, this tends to zero as A tends to
Réforall§ > 0and f € F°.

In order to derive a contradiction, note that since p;-a.s. on the decoupling event {@gn\Bn}
we have yp = fyg. Using Proposition , we can now replace g by the kernel fyfg inIx .
Then, by Proposition4.12} for all L > 0, some f € F, § > 0 and sufficiently large n we can
estimate

1 ~
Bo= [ 1) [ nedoleo)on )by oy o, hiionmen, o)

> /u(dw)/ut(d®|w)gn(W)ﬂ{BeBz}(w)]l{|wA\B|<K}(w)

X Lt o swh, ) -1h(Flon swp, )8

> /,U(dw>]1{B<—>B%}(w)]l{|WA\B<K} (w)

> / (dw) T (Besooy (W) Ly, pl<k} (@)

Since this is true for all L > 0 and by assumption u({B <> oc}) > 0, we arrive at the
desired contradiction.

As for the almost-sure discontinuity, note that limaqga t({A > o0}) = 1 and thus, for
sufficiently large A,

lim [ 1 (dw)1l l—¢

AR sup 1,2 [Fa (floaawhe)—Fa (floaawiec)|>6 >

for any specification 7 of 1;. From this we see that the set of bad configurations for 7 even
has full mass under ;. O

[Proof of Theorem 3.4|- non-asq-Gibbsian part] Here we consider the symmetric regime with
t = oo. First note that, similar to the above for some given specification 7, using Proposi-
tion[4. 13 we have

/M;(d@')%(f|@Bn\B@Bn\Bn¢'(Bn>c)

//ﬁ(d
/u*(d

w ’yénl\gn(‘ﬂ@gn\gn ’w)ﬂmgn\gn (Cx.)) ,uoo(dd)’w);)//B(f‘dJBd

(18)

)

——

= / 113 (d@) V5 (flws,\B)-

Hence we have on the one hand,
p (do) Ly - . s
o {B(flwp \ 598,\B, @ (Bn)e)—TB(flwBe)|>5}
+ A
< /Moo(dw)l{swwmeg 75 (Ff|@ B\ Bwpe ) =B (fl@p,\ Bwhe )| >0}
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which tends to zero as n tends to infinity if we assume  to be almost-surely quasilocal. On
the other hand, by Propositions and , there exists 0 > O and f € F? such that for
sufficiently large n we have

/ 1o (AD) L155 (f10 50 505, 5, &5, )~ (0 5e) |55}

/ 1120 (D) Do (f1 )3 (Fl ) [5)
> /u;(dﬁ)ﬂwm}(@)ﬂ{v?;(men\B)v?;(fagc)ba} = w({B «» oo}) > 0,

which is a contradiction. As above letting B grow, we see that the set of discontinuity points
has full mass. d

[Proof of Theorem - non-g-Gibbsian part] The idea of the proof is to exhibit a boundary
condition consisting of a unique infinite cluster attached to B. We consider two randomiza-
tions of this boundary configurations, first w.r.t. the Lebesgues measures and second w.r.t. .
This allows us to first replace any given specification v by our known partial specification yf
which is discontinuous at any such boundary condition. Second, using Lebesgue’s density
theorem we have then deduce that v can not be quasilocal for all such boundary conditions.
More precisely, let 7 be a given specification for ;. We show existence of a configuration w
such that

> 0.

limsup sup |¥p(flwaswhe) — Yu(fl@rpwie)
ARE  wlw?2eQ

Let us define nn = (1, +,,) with
n={rcR*: x; =na/2forsomen € Nyand z; = 0for2 < i < d}.
In particular, 7 consists of a unique cluster in { B <+ oo}. Define a e-vicinity of 1 by
V.(n) = {w € Q: forall x € 7 there exists exactly one y € w such that |y — z| < ¢}

and note that for 0 < & < a/4, we have V.(n) C {B <> co}. See Figure[d|for an illustration.

{ |

Uiy Fgiey
: ‘ Y\

Figure 3: lllustration of the configuration 7 in yellow and a pertubation in V() in blue.

The non-critical case: Let 0 < t < oo for the symmetric case or 0 < t < tg for the
asymmetric case and let

grlEl(w) = Loy, (@) Lvies,) (@5 (Ve(€r,) N {05,\5, Hw)
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and V' =V, 5. We consider the integral
I = V)| [ 6001000 (©) [ ldw) [ mldilw)gzle)w)
X "?B(f‘wX\ngn\A‘;)Bﬁ) - :)’B(f‘wX\Bwl_gn\A‘;)B;)
— V()| / 0Ly (1 (€) / (de) g7 €] ()

x s 0) — 5107 005,00

where we additionally randomize the target configuration 7 by & drawn from the Lebesgue
measure on R?. Then by Proposition|4.12] for all L > 0, some f € F, § > 0 and sufficiently
large n we can estimate

Inm > 5"/(an>|_1 /dﬁﬂv(an)(f) /u(dw)g?[&] (w)]]‘{|wA\B|<L}(w)'
Assuming n to be even larger, also the indicator ]l{lwA\B|<L} can be dropped, since V.(n)

constrains the number of points |wy\ p|. This implies Iy, > ¢ for all /8 > ¢ > 0 and n
larger then some 72(A). On the other hand,

T = V)™ [ d€2v0,(€) [ ntdegtlelw) [ (il
< [in(flwh pwh @) = T5(flwh s, @)
<V [ €1, (©) [ ndw)grlelw)

< sup [ (flwi pwhe) = Ta(flw ko)

Vi) / 0Ly (€) / w(deo)ys, (9216 Fle)

where we wrote f(w) = sup,u.» . Note that w

7B(f’w/t\3w}\6) - 7B(f|wX\Bw?\C)
f(w) is JF z\ g-measurable, since the integral is w.r.t. the spin flip only. We can further calcu-
late for any w’

J Ps, (dw)To, (@) v(ep,) (@) fwns)Wa, (W)
[ Pp,(dw)lp, . (w)lv.(gs,) (@)W, (W)

=B T [ Jdetons)

V8, (90 1E] flw') =

;BEEB,,L
= ‘BE‘*KA\BI[ H / ]dwf(wA\B)
z€A\B Be(x)

where we used that the dependents on w' can be dropped due to the decoupling event, the
measurability of f and the internal color constraint Wp, is constant on V(7). Thus we arrive
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at the estimate

Ing < [V(navs)” /dfﬂvnA\B)( )| B el ] /( Flwag)-

xGEA\

By Lebesgue’s differentiation theorem, the set,

: limsu —léas wi(w F
(¢ tmsup Bl [T [ Jawf) # )

z€LN\B Be(@)

has Lebesgue measure zero. Hence, using the lower bound, derived above,
5 < Inn IV [ detvin(OFEna)

Finally, if lim g« f(gA\B) = 0 for all £, by dominated convergence, the r.h.s. would tend to
zero, which leads to a contradiction. Hence there exists & € V(n) such that

lim p1ga f(fA\B) > () as required.

The critical asymmetric case: Using again the kernel M we have with f = ]103 that
o = V) [ d60v100,(©) [ nlw) [ pig(dioho)g €]
X ’&B(f|w§2n\B®BQn\an‘:’(ézn)6) — AB(flwp\ 895 B, 0B\ Bow @ (o))
= V()™ / 0Ty, 1(6) / (de) 2" [€] ()
f — f _ +
X ‘73(f|‘-"32n\3) - VB(f|WBn\B""B2n\Bn)
> MBIV (5, ) / A1y, () / u(dew) g2 €] () / Py (dws)(1 — a=2%)

— 6—3)\+|B| /Pg(de)(l . a—?n/a) > 6—4)\+|B|

for sufficiently large . On the other hand,
I = IV [ €103, (©) [ () [ (i) i)
X ‘:YB(f|w§2n\B@B2n\an@(BQn)c) - ﬁB(f|w§n\3w§%\3n@Bgn\B%@(BQn)c)
<V )| [ Lt ) [ nd)g2"6)w)

X SL11}2) ‘”?B(ﬂwj_gn\]gw%%%) - 7B<f|w]_3n\BW2Bg) :

As above, we can further calculate for any w’ € €2,

I Pr,, (dw)lp, (@) 1vi(ep, ) (@) f (@B, 8)Wa,, (@)
fPB2 (dw)ﬂmé%\sh (w)ﬂVe(EBgn)<w)Wan(w)

P () L) (@) (WBAB) (o iep i
[P ()W) Bl ] Bs(x)]de(an\B>

Von (2 €] flw') =

TEEB,\B
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which again leads to the existence of a point of discontinuity of ¥ via Lebesgue’s density
theorem.

The critical symmetric case: This case is different to the pervious cases since discontinu-
ities can not be produced by color perturbations on finite volumes. Rather discontinuities can
for example come from cutting off infinite clusters which form a nullset in the low-intensity
regime. But discontinuities can also be produced by glueing together two separate clusters
and therefor reduce the number of clusters attached to B. Since this must be possible arbi-
trarily far away from B, we have to assume that the boundary condition contains two distin-
guished infinite clusters connectable to B which is of course a nullset as well. One way of
marking this precise is the following. Instead of V(7)) consider the two-arm cluster

n={reR: v; =na/2forsomen € Nyandi € {1,2} andz; = Ofor 3 < i < d}.

In particular, 77 consists of two clusters in { B <> cco}. Note that for 0 < € < a/4, again we
have V.(77) C {B <+ oo} with two infinite clusters. In this case, the kernel M is not required
since we do not need a change of colorings. Instead define

w={r € R 2y, 29 > 0,1/22 + 22 = n,arctan & = M=
1 2 xr2 a
for some m € Nwith 0 < m < na/2and z; = 0for3 <1i < d},

the gray configuration which has points along the two-dimensional boundary of 5,, discretized
with mesh size a/2. Figureshows an illustration.

12

\\\ A 2 P, =\ d //\\//\ ~ \\\
| % YN
Figure 4: lllustration of the configuration 7 in yellow together with ¢, in red. The purtubation

in V(77 U (,) are indicated in blue and green.

In particular, for all n € N, (,, connects the two clusters in 7). Define the density
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and V' =V, /5 and consider the integral

Inn = Vg0 / 0Ly ey (€) / i(dew) / (00| g2 €] ()
X ‘7B(f|¢93n\3) - 7B(f|¢ng\B)’
— V(5,00 / A€y (€) / () / (Ao |w) g (€] ()

x g (flwsns) — 75 (fl@sg\s)|
where we could replace the specifications using a similar argument as in (18). Then, for
f = 1y, we have

‘%%O(ﬂ‘;)Bn\B) _ 7%0<f’@33\3)} > e 3 +B| /Pg(de)(2|CfB(wBWB%\B)| _ QIC%(WBan\B)I)_

Note that in B,,, the two arms of w are closed and hence, the number of clusters attached to
B is reduced to one. Introducing the indicator, that there is exactly two points in the subregion
of B which guarantee connectedness with both infinite components in wg. but does not
connect them inside B gives the lower bound

—4>\+‘B|A2

V5 (fl@ss) — 75 (flwpgs)| > % 2 >0.

On the other hand,
T = W)™ [ 100,000 [ () [ (@il le)w)
< [i5(fl@,8) — o (f@s;\5)|
< Ve [ €1, [ i) [ mldslw)gzle)(w)

X sup
w2

’yB<f‘wBo\BW(Bc)o) - ;?B(f|‘2)BZ\Bw?B;:L)0)

where the part in g2 [¢] involving (,, can be integrated out. As above, we can further calculate
for any w’

J Py () Ly, (g0 (@) f (WBg\8) W ()
J Prg(dw) Ly, (g50) (0) Wg (w)
(
(

v (92 [€)flw') =

)
_ J Py (dw) v, (¢ ) (W ) f(wsg o\B)
J Prg(dw) v, g,y (W)

|B| |€Bn\3\ H /( wBO\B)

z€LRo\ B

which again leads to the existence of a point of discontinuity of 7 via Lebesgue’s density
theorem. a

[Proof of Theorem - non-g-Gibbsian part] What remains to be shown is that in the asym-
metric high-intensity regime any specification * for ,u;rG exhibits discontinuity points. For this
note, that the above proof for the critical asymmetric low-intensity regime does not use the
fact that we assume low intensity. d
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6 Appendix

6.1 Percolation properties of the WRM

In this subsection we derive nontrivial percolation and non-percolation regimes for the WRM.
Recall the classical boolean model (or Gilbert disc model) with interaction radius 2a, see for
example [T, Chapter 8.1]. Denote by ). its critical intensity. The following percolation result is
already partially proved in [4].

Lemma 6.1 (1) Lety € G(v) with Ay > A_. If\; + \_ < ), then for allz € R? and
0 < r < oo we have
p({ B (x) <> 00}) = 0.

(2) There exists 0 < ( < 1 such that the following holds. Let ji € G(~*¥™) in the symmetric
regime, respectively ;i in the asymmetric regime, then if A\, + A\_ > \./(, respectively
A > A\/¢, forallz € R and all0 < r < oo we have

p({Br(z) <> o0}) >0 and liTm p({B(x) > o0}) = 1.
[Proof of Lemma The proof uses the FKG-inequality to derive stochastic domination

relations between the WRM and the Gilbert disc model. Recall the FKG-inequality for PPP as
presented for example in [22, Lemma 2.1]: For a PPP P we have

P(fg) = P(f)P(g)

for measurable functions f, g which are either both increasing or both decreasing. A function
f is called increasing if f(w) > f(w') for allw D w’ and decreasing if f(w) < f(w’) for all
wDwW.

Note that, for a measurable increasing function f, only depending on the grey configuration
and A € R%, we have

(flon) = 237 wn) [ Paldin) florwn) [ Uldouyx(wwn)
= /PA(de)f(wAwAc)WX’AC(wA)

where WA (wy) = Z3 Hwae) Do, Uloy,, )x(wr“*wae) is the grey-configuration den-
sity of the specification with respect to the underlying PPP. Note that WX’AC is decreasing
and for any xz € R¢and 0 < r < n < o0, the function IL{BT(Q;)HB%(QC)} is increasing. Thus,
by the FKG-inequality,

VB, ({ Br(z) <> By () Hwpe (2)) < /PBn(x)(den(x))ﬂ{Br(x)HBg(a:)}(an(:c))-

Letting n tend to infinity we see that if A < ), the right hand side converges to zero which
proves part (1).
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As for part in (2), note that if

WA (wp U
A,wpACAYyEA,wpce WA A (WA)

exists, then TV (wy ) = ¢~ a2 (w, ) s increasing since

W oy U )
C—|WA‘WX’AC(LUA) -

As shown in [4, Corollary], in the symmetric case, ¢ = ((d) exists with (1) = 272, ((2) =
27% and ¢(d) > 273" for d > 3. The exponents here correspond to the greatest kissing
numbers for d-dimensional spheres. Hence we can rewrite, with B = B,.(z),

= (A" - wpe
(0B ¢ Bl = S0V S CRE 8 sy o) W57 )
n: Bn "
n=0

n

— ANBED / P (dwm, ) Lo sy (w0, )W 25 (wp,)

n

> MBI [ DX o Uy n,) [ P (s, W5 (o)
AQ
— [ P (don, 1o (wn,)
where P¢ is the PPP with intensity A\(. Consequently
u({B:(x) ¢ 00}) = PY({B,(x) ¢ o0})
and for \( > \. we have that P**({B,(x) ++ co}) > Oforallz € R?and 0 < r < oo.

As for ;1 consider the boundary condition + 4 of all plus. In this case, positive lower bounds
on

inf W/‘\‘}AC (wAy)
AwaCAyeh WA (wp)

are slightly more difficult to obtain in comparison to the symmetric case. Indeed, let us exem-
plify the idea in one spatial dimension. Here the additional particle y € A can either be

1 directly attached to the boundary and

1.1 isolated from any cluster,

1.2 gluing a cluster to the boundary,
2 not attached to the boundary and
2.1 isolated from any cluster,

2.2 attached to one cluster which is attached to the boundary,
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2.3 gluing two clusters which are both attached to the boundary,
2.4 gluing two clusters which where both detached from boundary,

2.5 gluing two clusters where only one was attached to the boundary.

To see, that a lower bound is given by 5\+C(1), where ((d) is defined as in the asymmetric
case, we use the cluster representation

W, (way) - [HCEC:C(wAy) EUCU(UC)]X((WAZ/)UC +ae )

Wit (wa) [eee=con EUCU(UC)]X(WXC +ae )
[HCGC(”Ay):yEC EJCU(UC)} [HCGC(WAy):wZC iacU(Uc)}X(WAy)UC TAe )

[TleecnyBautmneso 2ooeU(00)] [ Tloe clon):mantmine=s 2oV (00) X (W +ac )

Now it suffices to consider the clusters which are not affected by the additional particle .
Under the color constraint we find the estimates

(5\+, in the cases (1a), (2a), (2b), (2¢)
= slel+t N

HCEC:C(wAy):yEC ZggU(JC) > W > %’

HCGC:C(wA)iBm(y)ﬁC#@ ZUCU<JC) AIC1HIC2IH1  51C11+ICa141

in the cases (1b), (2e)

A .
| GO A A > =, inthe case (2d).

Similar observations, in view of the dimension-dependent kissing numbers, lead to the follow-
ing lower bounds in higher dimensions. For d = 2 we have

> A,270 =\, ¢(2
A7wAlé1A,y€A WXJAC (wn71> — N+ +C( )

and for d > 3 the bound 5\+C(d). Using the FKG-inequality as in the symmetric case with
B = B,(x), we get a lower bound

c A
VBu@)({B(2) < B (1)} wp@y) = / Py (A, ) 1@ @) (Wn, )

where P*+¢ is the PPP with intensity A (. This concludes the proof. 0

6.2 Existence of non-asq-specifications v # v~ for ™ and 1~ in the
phase-transition regime
First note that by Lemma[4.8]

pf ({w € Q : liminf m(weng, ) > 0 for all infinite clusters C of w}) = 1.

ntoo

In words, under the time evolution a magnetization plus one on an infinite cluster remains
positive for all finite times. By symmetry, the same is true for the minus magnetization. In
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light of the specification v*° of Section and in particular Lemma 4.3} (non-almost-surely
quasilocal) specifications for u;—L can be defined as

J Py (dwa) f*(wa) HCGCf\(wA) (14 p(@era))
J Py (dwy) [eeet wy) (1+ p(@era))

Ta (flwae) =

where f*(wy) = v (f(wa, ) |@ac, wy) with

Ux (Guop |@ac, wp) = H pt(:l:,+)|&0ﬁ/\|+pt(:l:’ _ylenal”
CeCse (wa)

HC’GCR(&JA) (pt(+, +)‘5cmA\+pt<+7 _)\?TcmA|_ + pt<_> +)\&cm\|+pt(_’ —)I&CHM_P(‘I)C\A))

[eect @y (14 p(@era))
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