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A B S T R A C T 

In this work, the sixth of a series, we use the seminumerical rAdiative tranSfer coupling of galaxy formaTion and Reionization in 

N -body dark-matter simUlationS ( ASTRAEUS ) framework to investigate the nature of the sources that reionized the Universe. We 
extend ASTRAEUS , which already couples a galaxy formation semi-analytical model with a detailed seminumerical reionization 

scheme, to include a model for black-hole formation, growth, and the production of ionizing radiation from associated active 
galactic nuclei (AGNs). We calibrate our fiducial AGN model to reproduce the bolometric luminosity function at z � 5, and 

explore the role of the resulting AGN population in reionizing the Universe. We find that in all the models yielding a reasonable 
AGN luminosity function, galaxies dominate o v erwhelmingly the ionizing budget during the Epoch of Reionization, with AGN 

accounting for 1–10 per cent of the ionizing budget at z = 6 and starting to play a role only below z � 5. 

Key words: methods: numerical – galaxies: active – galaxies: high-redshift – intergalactic medium – dark ages, reionization, first 
stars. 
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 I N T RO D U C T I O N  

uring its first billion years, the Universe is the stage of major
ransformations for its baryonic content. The first stars and black
oles form at z � 30, and the intense ultraviolet (UV) radiation they
roduce gradually ionizes the hydrogen in the intergalactic medium
IGM), creating ionized bubbles that grow for about 1 Gyr, until
he y fully o v erlap at z � 6 (e.g. F an, Carilli & Keating 2006a ):
his is the Epoch of Reionization. Current observational constraints
uggest a late and relatively rapid reionization process (e.g. Planck
ollaboration 2020 ), with its tail end extending below z � 6 (e.g.
ashino et al. 2020 ; Bosman et al. 2022 ). Amongst the different

ources that have been proposed to contribute to the photon budget of
eionization, two of them have particularly stood out: young, massive
tars in galaxies and active galactic nuclei (AGNs) powered by the
ccretion on to super-massive black holes (SMBHs). The census of
he sources responsible for producing the bulk of the ionizing photons
hat are responsible for reionizing the Universe has been the focus
f significant observational and theoretical work (see e.g. Dayal &
errara 2018 ). 
Current models suggest that the sheer number of galaxies make

hem the main drivers of reionization (e.g. Becker & Bolton 2013 ;
obertson et al. 2015 ; Madau 2017 ; Dayal et al. 2020 ), but under-

tanding which galaxies are the main contributors is still an open
uestion. While a significant contribution from faint galaxies seems
 E-mail: m.trebitsch@rug.nl 
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o be required (e.g. Duncan & Conselice 2015 ; Robertson et al. 2015 ;
utter et al. 2021b ), and especially to explain the end of reionization

e.g. Kakiichi et al. 2018 ; Meyer et al. 2019 ; Ocvirk et al. 2021 ), this
ight lead to a too slow reionization (e.g. Finkelstein et al. 2019 ),

nd several studies have hinted at a significant contribution of slightly
righter, more common, M UV � −19 galaxies (e.g. Naidu et al. 2020 ,
022 ; Matthee et al. 2022 ). Adding to the complexity, the role of an
GN has recently been revisited by multiple studies focusing on

he faint-end of the AGN luminosity function (LF) at z � 4–6. The
bservations of Giallongo et al. ( 2015 ), Giallongo et al. ( 2019 ), and
outsia et al. ( 2018 ) have hinted at a larger than expected number
ensity of faint AGN at z � 4, which could imply a significant
ontribution of an AGN to the establishment of the ionizing UV
ackground if such number densities hold up to higher redshifts
e.g. Grazian et al. 2018 ; Mitra, Choudhury & Ferrara 2018 ). This
cenario has been heavily debated in the past few years, with other
tudies finding lower AGN number densities (e.g. Weigel et al. 2015 ;
kiyama et al. 2018 ; McGreer et al. 2018 ; Parsa, Dunlop & McLure
018 ). 
Nevertheless, theoretical models of reionization need to take the

ontribution from AGN into account. Earlier models (e.g. Volonteri &
nedin 2009 ) had suggested an important contribution of AGN,
 ut the contrib ution of these high-redshift AGN is very sensitive to
he growth history of SMBHs. In particular, numerical simulations
ndicate that in low-mass galaxies, the growth of SMBHs is stunted by
 supernova feedback (e.g. Dubois et al. 2015 ; Habouzit, Volonteri &
ubois 2017 ; Prieto et al. 2017 ; Trebitsch et al. 2018 ), which strongly

imits the contribution of these AGN to the UV background. These
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ch permits unrestricted reuse, distribution, and reproduction in any medium, 

provided the original work is properly cited. 

http://orcid.org/0000-0002-6849-5375
http://orcid.org/0000-0003-3760-461X
http://orcid.org/0000-0002-3766-2265
http://orcid.org/0000-0001-9487-5497
http://orcid.org/0000-0001-5031-7936
mailto:m.trebitsch@rug.nl
http://creativecommons.org/licenses/by/4.0/


AGN assembly and reionization 3577 

Table 1. Model parameters and chosen values in this work. The parameters 
that we focus on are marked in bold. 

Parameter Value or reference Description 

f 0 � 0.025 Maximum star-formation efficiency 
f w 0.2 SN coupling efficiency 
f � esc 

0 0.24 Galaxy escape fraction 
- Photo-ionization Radiative feedback model 
IMF Salpeter ( 1955 ) For stellar evolution, enrichment, SED 

SED STARBURST99 ionizing SED model 

Z crit 1 . 58 × 10 −4 Z � Critical metallicity for BH seeding 
D crit 4.4 × 10 −9 Critical dust for BH seeding 
J crit 30 − 300 J 21 Critical J LW 

for DCBH seeding 
M PopIII 150 h −1 M � Pop III seed mass 
M DCBH 10 4 −5 h −1 M � DCBH seed mass 
� x LW 

39 h −1 kpc Cell size for the LW background 
f seed 0.1, 0.2, 1.0 Pre-seeded self-enriched haloes 
M crit Bower et al. ( 2017 ) Critical halo mass for f Edd 

f 
high 
Edd 0.7 − 1 f Edd in high-mass haloes 

f low 
Edd 7.5 × 10 −4 f Edd in low-mass haloes 

f acc • 5.5 × 10 −4 Gas fraction for BH growth 
f w • 0.003 AGN coupling efficiency 
f AGN 

esc Section 2.3.4 AGN escape fraction 
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esults are in line with the findings of Dayal et al. ( 2020 ), who
sed the DELPHI (Dayal et al. 2014 ) semi-analytical model coupled 
ith a ‘one-zone’ reionization equation and showed that AGN were 

ubdominant contributors to the UV background during the Epoch 
f Reionization. AGN-assisted models can, ho we v er, hav e an impact
n their local reionization history: rare bright sources have been 
uggested by e.g. Chardin et al. ( 2015 ) and Chardin, Puchwein &
aehnelt ( 2017 ) to produce variations in the UV background that

ould explain the fluctuations in the Lyman- α ef fecti ve optical depth
bserved at the end of reionization (Becker et al. 2015 ). Similarly,
right sources are expected to leave an imprint on the thermal history
f the IGM (e.g. Eide et al. 2020 ). 
From a numerical standpoint, it is extremely challenging to bring 

ogether detailed galaxy formation and SMBH growth hydrody- 
amical simulations and large-scale reionization models to assess 
elf-consistently the contribution of AGN to the UV background 
nd their impact on the topology of reionization. The first attempt 
as been made by Trebitsch et al. ( 2021 ), who used a dedicated
adiation hydrodynamics cosmological simulation and found that 
ven in environment that are fa v ourable for SMBH growth, the
lobal contribution of these high-redshift AGN to reionization is 
ubdominant. Ho we v er, because the y focus on a relativ ely small
egion of the Universe, they cannot assess directly the impact of
GN on the larger scales of reionization. In this work, we take

he complementary approach of modelling the galaxy and AGN 

opulation in a large volume using a physically moti v ated semi-
nalytical model that we apply to a cosmological N -body simulation 
o quantify not only the amount of ionizing photons coming from
GN, but also how they are spatially distributed to fully model their

mpact on the large-scale reionization process. 
We first describe our model in Section 2 , presenting in particular

ur new AGN implementation in Section 2.3 . We then calibrate 
ur model to reproduce the AGN bolometric LF at high-redshift 
nd investigate the properties of the resulting AGN population in 
ection 3 . Finally, we use in Section 4 the outcome of our reionization 
odel to establish the role of AGN in the reionization of the Universe. 
 SI MULATI ONS  A N D  AG N  M O D E L  

n this paper, we jointly model the formation and evolution of star-
orming galaxies and AGN self-consistently coupled with reioniza- 
ion using the ASTRAEUS framework (Hutter et al. 2021a , hereafter
aper I ). This framework relies on an N -body dark matter (DM)
imulation to provide a halo catalogue and merger tree, and applies an
nhanced version of the DELPHI (Dayal et al. 2014 ) semi-analytical
odel to follow the physics of baryons, while the radiation and

onization fields are evolved with the CIFOG (Hutter 2018 ) seminu-
erical reionization scheme. We start this section by presenting the 
 -body DM simulation that serves as a basis for this work. Then, as

he ASTRAEUS framework has been e xtensiv ely described in Paper I ,
e only briefly summarize in Section 2.2 the main features of the

ode, and refer the interested reader to that paper for more details.
inally, our new AGN implementation is described in Section 2.3 .
e summarize the parameters used in this work in Table 1 . 

.1 N-body simulation and haloes 

e run our semi-analytical model on the Very Small MultiDark 
Lanck (VSMDPL) N -body simulation, which is a part of the
ULTIDARK simulation project 1 (Klypin et al. 2016 ). The simulation 

as been run using the GADGET-2 (Springel 2005 ) TreePM N -body
ode, and assumes a cosmology consistent with the Planck 2018 
esults (Planck Collaboration 2020 ): h = 0.6777, �m = 0.307115, 

b = 0.048206, �� 

= 0 . 692885, n s = 0.96, and σ 8 = 0.8228.
he VSMDPL box has a side length of 160 h 

−1 Mpc , and follows
he evolution of 3840 3 DM particles, yielding a mass resolution of
 DM 

= 6 . 2 × 10 6 h 

−1 M �. The simulation used a fixed gravitational
oftening length of 2 h 

−1 kpc (comoving) at z > 1. The data base
omprises 150 snapshots available between z = 25 and z = 0, and
e select the first 74 of them (down to z = 4.5). 
Haloes and subhaloes have been identified using the ROCKSTAR 

hase-space halo finder (Behroozi, Wechsler & Wu 2013a ) for all
50 snapshots, requiring structures to be resolved by at least 20
articles (corresponding to a minimum halo mass of M vir, min = 

 . 24 × 10 8 h 

−1 M �. From these halo catalogues, mergers tree have
een produced using CONSISTENT TREES (Behroozi et al. 2013b ), and
hen resorted from a tree-branch-by-tree-branch (‘vertical’) order to 
 redshift-by-redshift order within each tree, as described in Paper I .
n total, the final catalogue contains more than 73 million galaxies at
 = 4.5. 

Finally, the density field has been produced for all snapshots by
rojecting the particles on to a 2048 3 grid, which we then have
esampled to a 256 3 grid to serve as input to the reionization module.

.2 The ASTRAEUS framework 

he ASTRAEUS framework models all the key processes related to 
he assembly of galaxies in the high-redshift Universe: accretion of 
as and DM, growth via mergers bringing in gas, DM and stars, star
ormation and the resulting type II supernova (SN) feedback, as well
s the impact of the inhomogeneous ionizing background generated 
y the distribution of galaxies (and, as we introduce in this work,
GN). At each step of the simulation, the baryonic processes are
oupled to the growth of the DM haloes (via merger and accretion)
irectly derived from the halo properties evolved in the N -body
MNRAS 518, 3576–3592 (2023) 
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2 Even by z � 5, our most massive galaxies have a metallicity of at most 
0 . 25 Z � ( Paper V ). Since the ionizing production rate only changes by a 
factor � 1.1 between metallicity values of 0.05 and 0 . 25 Z �, we do not 
expect our results to be affected by this choice. 
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When haloes are initialized in the simulations (which we will
efer to as ‘starting haloes’), we assume that their initial gas content
s purely set by the cosmological baryon fraction f b = �b / �m . From
hat point, the halo growth has a merger component M 

mer 
h (the sum

f the masses of the resolved progenitors) and a smooth accretion
omponent M 

acc 
h (the rest), which both contribute gas at different

ates: accretion is assumed to al w ays bring a gas mas of M 

acc 
g =

 b M 

acc 
h , while mergers bring the amount of gas left in each progenitor

fter star formation, BH growth, and the corresponding feedback. For
tarting haloes, the merger term is simply set to zero. For haloes living
n ionized regions, reionization feedback can reduce the amount of
as that can be sustained in the halo to a gas fraction f g , as discussed
n Paper I . In this case, the initial gas mass M 

i 
g ( z) available in a halo

f mass M h = M 

mer 
h + M 

acc 
h at the beginning of a time-step at z is

iven by 

 

i 
g ( z) = min 

[
M 

mer 
g ( z) + M 

acc 
g ( z) , f g 

�b 

�m 

M h ( z) 

]
. (1) 

ollowing Ucci et al. ( 2021a , hereafter Paper V ), we follow the metal-
icity of the gas in the haloes in addition to the IGM metallicity. The
ccretion component is assumed to proceed at the self-consistently
v olved a verage IGM metallicity, and each progenitor brings its own
etal component. 
In a halo, star formation and SN feedback are coupled together

uch that the star formation proceeds at an ef fecti ve ef ficiency f eff 
� set

y the feedback strength. The amount of newly formed stars is given
y M 

new 
� ( z) = f eff 

� M 

i 
g ( z). The evolution of this newly formed stellar

opulation results in SN that are all assumed to release an energy
f E 51 = 10 51 erg , and we couple a fraction f w = 0.2 of that energy
o the gas reservoir. As described in Paper V , we use a ‘delayed
eedback’ scheme that accounts for the mass-dependent lifetimes of
tars. To a v oid introducing an artificial time sampling of the star
ormation histories, we need to further assume that star formation
s continuous and uniformly distributed o v er each time-step of the
imulation. At any time the intrinsic star formation efficiency f � 
s normalized so that the amount of stars formed o v er a time-step
orrespond to an efficiency of f 0 � = 0 . 025 over 20 Myr . As in Dayal
t al. ( 2014 ) and Paper I , we cap the star formation efficiency to the
inimum efficiency required to eject all the gas left in the halo after

tar formation: 

 

ej 
� = 

M 

new 
� ( z) 

M 

new 
� ( z) + M 

ej 
g ( z) 

. (2) 

or instantaneous feedback, this would reduce to f ej 
� = v 2 c / ( v 

2 
c +

 w E 51 ν), where v c is the circular velocity of the halo and ν =
 . 0077 M 

−1 � is the number of SN per stellar mass for the Salpeter
 1955 ) IMF between 0.1 and 100 M � that we assume in this
ork. Finally, we set the ef fecti ve star formation efficiency to

 

eff 
� = min 

[ 
f 0 � , f 

ej 
� 

] 
. As a result, the star-formation efficiency in

ow-mass galaxies is capped at the efficiency required to eject all
f the remaining gas, while it still saturates to the threshold value
t higher masses (see e.g. fig. 1 of Legrand et al. 2022 ). After star
ormation and feedback, the amount of gas left in the halo is given
y 

 

� 
g = 

(
M 

i 
g − M 

new 
� 

)(
1 − f eff 

� 

f 
ej 
� 

)
. (3) 

We model the radiation output from each galaxy in order to evolve
elf-consistently the inhomogeneous ionizing background using
IFOG . As in Paper I , we assign each galaxy a spectrum by convolving

ts star formation history with a starburst spectrum obtained with the
NRAS 518, 3576–3592 (2023) 
TARBURST99 (Leitherer et al. 1999 ) stellar population synthesis
odel (for the impact of this model, see Paper I ). For simplicity,
e assume a low Z = 0 . 05 Z � metallicity for all galaxies when
 v aluating their ionizing output. 2 The intrinsic ionizing emissivity
f each galaxy is then given by the integral of its spectral energy
istribution (SED) in the H I -ionizing band ( λ < 912 Å). Only a
raction f � esc of these photons will actually make it to the IGM and
ontribute to reionization. Moti v ated by the simulations that find
 strong connection between SN feedback and escape of ionizing
adiation (e.g. Wise et al. 2014 ; Kimm & Cen 2014 ; Trebitsch et al.
017 ), we assume that f � esc scales with the strength of SN feedback
n our model: 

 

� 
esc = f � esc 

0 f 
eff 
� 

f 
ej 
� 

, (4) 

here f � esc 
0 = 0 . 24 is a normalization chosen to reproduce the

osmic Microwave Background (CMB) constraints on the Thomson
ptical depth of reionization. This model leads naturally to a
arger contribution of low-mass galaxies (for which f eff 

� � f 
ej 
� ) to

eionization, as also shown in Hutter et al. ( 2021b ). 
The resulting ionizing background will ionize and heat the IGM,

oth reducing the amount of gas available for star formation (e.g.
arkana & Loeb 1999 ; Shapiro, Iliev & Raga 2004 ) and increasing

he Jeans mass. The latter effect increases the minimum mass for
alaxy formation, thus reducing the amount of accreted gas on to the
alaxy (e.g. Couchman & Rees 1986 ; Efstathiou 1992 ). We regroup
oth these phenomena under the ‘radiative feedback’ umbrella term,
nd follow the ‘photo-ionization model’ of Paper I , based on the
stimate of Sobacchi & Mesinger ( 2013 ) for the critical mass below
hich the gas fraction f g is suppressed. In all the reionization

eedback model explored in Paper I , this is the most intermediate
ne. 
We calibrate our galaxy formation parameters ( f 0 � , f w ) to repro-

uce the galaxy UV LF in the high-redshift Universe, as well as the
tellar mass function and the derived star formation rate and stellar
ass densities. Doing so, we need to attenuate the simulated galaxy
V LF: we use for this the dust model that has been implemented in
STRAEUS and coupled to the metal evolution model of Paper V . This
ust model is extremely similar to the one implemented in DELPHI

see Dayal et al, submitted), and yields a dust mass M d in each
alaxy. For each galaxy, we compute the intrinsic UV luminosity
 

int 
UV around 1500 Å in the same way that we compute its ionizing
missivity. We then assume that dust, stars, and gas are co-spatial and
omogeneously distributed in a disc of radius r g = 4.5 λR vir (Ferrara,
ettini & Shchekinov 2000 ), where λ = 0.04 (e.g. Bullock et al.
001 ) is the spin parameter of the halo and R vir is the virial radius
f the halo at the redshift of interest. The dust optical depth is then
iven by 

d = 

3 M d 

4 πr 2 g as 
, (5) 

ith a = 0 . 05 μm the grain size and s = 2 . 25 g cm 

−3 the density,
ppropriate for carbonaceous grains. Considering the disc as a slab,
e can compute the escape fraction of (non-ionizing) UV photons
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Figure 1. Probability for a starting halo in ASTRAEUS to not be self-enriched 
(solid red line) and the analytical fit (dashed purple line). In the z � 10 
Universe, 90 − 99 per cent of our starting haloes are self-enriched. 

 

a  

f  

b
f  

u  

s  

S  

m  

i  

H  

J

b
i  

m
1  

s  

S  

o  

b
h  

e  

p  

g  

w  

1  

t  

a  

T  

H  

p  

w
a  

a  

L
e

 

h  

h
e  

e  

d  

d  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/518/3/3576/6855219 by guest on 16 M
arch 2023
s 

 d = 

1 − e −τd 

τd 
, (6) 

nd the observed galaxy luminosity is therefore L UV = f d L 

int 
UV .

alibrating our model on the UV LF from Bouwens et al. ( 2017 ),
ivermore, Finkelstein & Lotz ( 2017 ), and Atek et al. ( 2018 ), we
nd that ( f 0 � = 0 . 025 , f w = 0 . 2) gives the best results. 

.3 AGN model 

e impro v e on the previous ASTRAEUS implementation by including 
 physically moti v ated model for AGN that describes the seeding of
MBH in high- z haloes, their growth through mergers and accretion, 
nd the resulting feedback. A similar model has been implemented 
n DELPHI (Dayal et al. 2019 ; Piana et al. 2021 ), albeit with a simpler
eeding prescription. The main impro v ement compared to these 
ork is that within the ASTRAEUS framework, the ionizing radiation 
roduced by AGN is self-consistently coupled to the spatially varying 
onization field, allowing us to investigate directly the role of AGN 

n reionizing the Universe. 

.3.1 SMBH seeding 

t each time-step, we select SMBH formation sites amongst the 
tarting haloes. We model the formation of two types of SMBH
eeds: direct-collapse black holes (DCBHs), as well as black holes 
emnants of massive Population III stars (hereafter Pop III BHs). 
or both types of seeds, models (see the re vie w of Volonteri 2010 )
equire them to form from metal-free or extremely metal-poor gas 
ith a metallicity Z ≤ Z crit = 1 . 58 × 10 −4 Z � and a dust-to-gas

atio D ≤ D crit = 4 . 4 × 10 −9 (Omukai 2000 ; Schneider et al. 2012 ).
Because of the resolution we employ in this work ( M vir, min =

 . 24 × 10 8 h 

−1 M �), we only barely resolve atomic cooling haloes,
nd therefore cannot account for Pop III star formation in the 
inihalo progenitors of our starting haloes. We follow the method 

escribed by Trenti & Stiavelli ( 2007 , 2009 , see also Dijkstra,
errara & Mesinger 2014 ) to estimate the fraction of starting haloes

hat have been self-enriched by previous episodes of Pop III star
ormation. Using linear theory, they compute the probability for a 
alo of mass M at a redshift z to have had at least one progenitor
assive enough to sustain H 2 or atomic cooling and early enough for
op III stars to have formed and exploded as supernovae before 
. Because this requires knowledge of the Lyman-Werner (LW) 
ackground contributed by stars that we do not follow, we use their
stimate of the evolution of the LW flux (equation 19 of Trenti &
tiavelli 2009 ). Using our minimum halo mass M vir, min , we can then

nfer the probability of a starting halo to be self-enriched by previous
tar formation episodes, which we show as the red curve in Fig. 1 .
 or computational efficienc y, we fit the resulting probability using a

anh function, which we found to give a good fit to the results: 

 prisitine = 

1 

2 

(
1 + tanh 

(
z 0 − z 

�z 

))
, (7) 

ith z 0 = 2.81 and �z = 5.75. While it may seem counter-intuitive
hat the pristine probability is higher at lower redshift, it can be
nderstood as the fact that a halo of mass M vir, min corresponds to a
igher o v erdensity at high redshift, and is therefore more likely to
ave already formed stars. We note here that this pristine probability 
s just the probability of not having been self-enriched, and does 
ot account for the ‘environmental’ enrichment coming from the 
aturally increasing metallicity of the IGM. 
For pristine haloes, we then must decide whether they are hosting
 DCBH seed or a Pop III seed. Models have suggested that DCBH
ormation is controlled by the intensity of the LW flux that must
e high enough to dissociate H 2 molecules and therefore prevent 
ragmentation of the gas feeding the super-massive star that will end
p as a DCBH (Bromm & Loeb 2003 ; Dijkstra et al. 2008 , although
ee Begelman, Volonteri & Rees 2006 ; Lodato & Natarajan 2006 ;
paans & Silk 2006 ; Begelman & Shlosman 2009 for alternative
odels). The exact value of this critical flux is highly debated

n the literature (see e.g. the discussion in Inayoshi, Visbal &
aiman 2020 ), but values range between J crit = 10 − 1000 J 21 with
 21 = 10 −21 erg s −1 Hz −1 sr −1 cm 

−2 . We then estimate the local LW 

ackground directly from the simulation: each galaxy in the volume 
s assigned a luminosity in the LW band based on its mass, age, and
etallicity. For galaxies with stellar population more metal-rich than 
 . 34 × 10 −7 = 10 −5 Z �, we use the BPASS v2.2.1 stellar population
ynthesis model (Eldridge et al. 2017 ), while we assume a Pop III
ED from Schaerer ( 2003 ) below that threshold. We checked that
ur choice of BPASS made very little difference on the resulting LW
ackground. At each snapshot, we estimate the local LW flux J LW 

itting each halo using the approach of Barnes & Hut ( 1986 ) to
stimate the gravitational field: since the IGM is optically thin to LW
hotons, the LW flux around each source decays as 1/ r 2 just like the
ravitational force, the method is ef fecti vely the same. In practice,
e choose an opening angle θ = 1, and we stop the tree at level  =
2, equi v alent to a cell size of �x = 39 h 

−1 kpc (ef fecti vely grouping
ogether particles closer than that). We tested that cutting the tree at
n y lev el from  = 12 to  = 16 made no difference on our results.
he main difference with the gravitational tree from the Barnes &
ut method is that we further attenuated the luminosity using the
icket-fence modulation factor from Ahn et al. ( 2009 , equation 22),
hich accounts for the interaction of LW photons redshifted into 
 Lyman resonance line with the gas they encounter as they travel
way from their sources. We choose to ignore the effect of the global
W background, which has been show to be subdominant (Agarwal 
t al. 2012 ). 

While computing the LW flux, we also estimate whether a given
alo is likely to be polluted by the metals produced by neighbouring
aloes. For each galaxy, we compute its enrichment radius following 
.g. Dijkstra et al. ( 2014 ) as the maximum distance that the gas
jected by supernovae can reach during �t � 25 Myr , which is the
elay between the first and last supernova for our assumed IMF. We
iscard such metal-enriched haloes from the list of sites eligible for
MNRAS 518, 3576–3592 (2023) 
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3 Note that here we operate the BH growth and an AGN feedback after star 
formation and SN feedback. We have checked that as the two processes 
are ef fecti v ely decoupled in our model, this makes v ery little difference. 
Essentially, this is because AGN feedback is only efficient in massive haloes, 
which resist to their SN feedback. 
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MBH seeding, but we found this to have little effect on the overall
MBH population. 
Once we have computed the LW flux for each halo eligible for

MBH seeding, we compare J LW 

to J crit . We seed haloes with J LW 

<

 crit , with a Pop III seed with a mass M PopIII = 150 h 

−1 M �, provided
he y hav e enough gas to form M �, III = 500 h 

−1 M � of Pop III stars,
nough to yield at least 1 BH. For haloes above the critical LW flux,
e seed them with a DCBH seed of mass M DCBH = 10 4 h 

−1 M �
f they contain enough gas to sustain DCBH formation (which we
ssume to be M g = 10 M DCBH , but we have checked that M g = M DCBH 

akes no difference). As we will discuss in Section 3 , we do not find
ny DCBH seed sites in our volume, so for most for the analysis, we
ill discard the LW computation and assume that all SMBH seeds

re Pop III seeds. 
This analysis does not take into account the fact that some of the

elf-enriched starting haloes will already be hosting SMBHs: we
orrect for this by assuming that a fraction f seed of the self-enriched
aloes have in fact formed a Pop III BH. Our fiducial model assumes
 seed = 0.2, but we explore values from f seed = 0.1 to f seed = 1. 

.3.2 SMBH growth 

nce SMBH are formed, we assume they grow through two channels:
as accretion and BH–BH mergers. For the accretion, we follow the
mplementation by Dayal et al. ( 2019 ) and Piana et al. ( 2021 ) in

ELPHI , and assume that all SMBH in haloes abo v e a critical halo
ass M crit accrete at the Eddington limit 

˙
 Edd = 

4 πGM •m p 

εr σT c 
, (8) 

here M • is the BH mass, εr = 0.1 the radiati ve ef ficiency of the
ccretion flow, G the gravitational constant, m p the mass of a proton,
T the Thomson cross-section, and c the speed of light. This is in line
ith the results from detailed hydrodynamical simulations (Dubois

t al. 2015 ; Bower et al. 2017 ; Habouzit et al. 2017 ; Trebitsch et al.
018 ; Habouzit et al. 2021 ) that find that supernova feedback stunts
H gro wth in lo w-mass haloes. In particular, our critical halo mass

s taken from Bower et al. ( 2017 ): 

 crit = 10 11 . 25 
(
�m 

(1 + z) 3 + �λ

)0 . 125 
h 

−1 M � (9) 

oti v ated by this, we further assume that SMBH in haloes below
 crit accrete at a small fraction f low 

Edd = 7 . 5 × 10 −5 of the Eddington
imit. We further assume that only a fraction of the total gas reservoir
s available for accretion on to the BH, but to avoid assuming a
pecific gas profile in the galaxy, we leave this as a free parameter that
e choose to be f acc 

• = 5 . 5 × 10 −4 . This mostly makes a difference at
he most massive end of the BH mass function. Overall, the accreted

ass o v er a time-step � t is giv en by 

 

acc 
• = (1 − εr ) min 

[ 
f Edd Ṁ Edd �t, f acc 

• M 

� 
g 

] 
, (10) 

ith f Edd = f 
high 
Edd if M h ≥ M crit and f Edd = f low 

Edd otherwise. 
For the mergers, we assume that SMBHs merge as soon as their

ost halo merge. We note that this is a simplifying assumption:
sing cosmological simulations and modelling the SMBH dynamics
n galaxy mergers in detail, Volonteri et al. ( 2020 ) find that there
an be a very long delay between the galaxy mergers and the
ctual coalescence of the two black holes.Ho we ver, since we are
ot directly interested in measuring merger rates in this work, we
ollow the results of Piana et al. ( 2021 ) who found that modelling
elayed BH mergers had little impact on the actual growth of the
MBH. To be conserv ati v e, we also e xplored a model inspired by
NRAS 518, 3576–3592 (2023) 
assano et al. ( 2021 ) where BHs only merge rapidly during major
ergers, assuming that the secondary BH in a minor merger is lost

wandering’ in the remaining galaxy (moti v ated by the simulations
f e.g. Bellovary et al. 2019 and the observations of Reines et al.
020 ), and found that it makes very little difference on the o v erall
GN population. 

.3.3 AGN feedback 

as accretion on to SMBH leads to an associated AGN feedback.
ur implementation of AGN feedback is very similar to the way
e implement SN feedback, and we follow Dayal et al. ( 2019 ): we

ouple the energy released by accretion to the gas with an efficiency
 

w 
• = 0 . 3 per cent to eject gas from the halo 

 • = f w • M 

acc 
• c 2 . (11) 

t is of course possible that only a fraction of that energy is necessary
o eject all the remaining gas from the halo, in which case we cap the
njected energy to the energy required to lift all the remaining gas
fter accretion 

 

ej 
• = 

1 

2 

(
M 

� 
g − M 

acc 
•

)
v 2 e , (12) 

here v e = 

√ 

2 v c is the ejection velocity, so that the ef fecti ve
eedback energy is E 

eff 
• = min 

(
E •, E 

ej 
•
)
. After this energy injection,

he gas left in the halo 3 is given by 

 

•
g = 

(
M 

� 
g − M 

acc 
•

)(
1 − E 

eff 
•

E 

ej 
•

)
. (13) 

.3.4 AGN ionizing emissivity 

ssociated to the release of energy through AGN feedback, SMBH
ffect their environment by releasing radiation. We assign an ionizing
uminosity to each AGN in our simulation, following the formalism
f Volonteri et al. ( 2017 ) as already implemented in Dayal et al.
 2020 ). Each AGN is assigned an SED that depends on the mass
f the SMBH and its Eddington ratio, following the model of Done
t al. ( 2012 ). The peak of the SED is computed using the method
f Thomas et al. ( 2016 ), while the global shape of the spectrum is
ssumed to follow the functional form used in CLOUDY (Ferland et al.
013 ). We integrate the SED above 13 . 6 eV to compute the ionizing
uminosity and the mean energy of the ionizing radiation, including
 correction for secondary resulting from hard photons assuming
he maximal possible contribution i.e. that they propagate in fully
eutral hydrogen and that 39 per cent of their energy is available
or secondary ionizations, (Shull & van Steenberg 1985 ; Madau &
ragos 2017 ). The resulting luminosity is shown in appendix A1
f Dayal et al. ( 2020 ). From this, we derive the ionizing photons
roduction rate from each AGN, which we use as input for the
eionization module of ASTRAEUS . 

To estimate the contribution of AGN ionizing radiation to the UV
ackground, we further need to estimate which fraction f AGN 

esc of the
hotons escape the galaxy. In this work, we explore four different
odels. 
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(i) First, we use a model in which we assume that f AGN 
esc = 1. This

s in line e.g. with the findings of Cristiani et al. ( 2016 ), who found
n average a high AGN escape fraction in their quasar sample at
.6 < z < 4.0. We note that this is a fairly extreme model, which
ocuses on quasars rather than more normal AGN. For instance, 
he simulations of Trebitsch et al. ( 2018 , 2021 ) or the observations
f Miche v a, Iwata & Inoue ( 2017 ) suggest a lower f AGN 

esc for less
uminous AGN. Nevertheless, this will let us estimate the maximum 

ontribution from AGN to reionization allowed by our model. 
(ii) Second, we assume a less extreme scenario in which the escape 

raction is essentially set by (one minus) the obscured fraction of
GN. We use the redshift-independent obscured fraction derived by 
erloni et al. ( 2014 ): 

 obs = 0 . 56 + 

1 

π
arctan 

(
43 . 89 − log 10 ( L X ) 

0 . 46 

)
(14) 

here L X is the X-ray luminosity of the AGN in erg s −1 that we
stimate from the bolometric luminosity L bol as L X = L bol / K X using
he bolometric correction from Duras et al. ( 2020 ): 

 X = 10 . 96 

( 

1 + 

(
log 10 ( L bol / L �) 

11 . 93 

)17 . 79 
) 

, (15) 

ith L � the Solar luminosity. For each AGN, we use the f obs 

orresponding to its luminosity to randomly draw whether it is 
bscured or not. We then set the AGN escape fraction to f AGN 

esc = 1 for
nobscured AGN and f AGN 

esc = 0 otherwise. Our choice of using the
erloni et al. ( 2014 ) obscuration fraction, derived at z � 3.5, rather

han e.g. the Vito et al. ( 2018 ) estimate of the obscuration fraction at
 < z < 6 is moti v ated by the chosen definition of ‘obscured AGN’:
ince we are moti v ated by the escape of UV and ionizing radiation,
he optical classification of Merloni et al. ( 2014 ) is more rele v ant
han an X-ray classification that will be more indicative of whether 
n AGN is heavily obscured or not. 

(iii) Our third model is a variation on the previous one, where we
ssume that all AGNs have an escape fraction equal to the unobscured 
raction: f AGN 

esc = 1 − f obs . Assuming no radiative feedback, this
ssentially yields the same ionizing budget as the previous model, 
ut with a different spatial distribution. 

(iv) Finally, we explore a model where we assume that f AGN 
esc is

dentical to the f � esc of the galaxy population. 

 C A L I B R AT I O N  A N D  AG N  POPULATION  

e now proceed to calibrate our AGN model against observations 
o fix the parameters of our fiducial model and discuss the resulting
GN population in relation to the host-galaxy population. 

.1 Model calibration 

e have chosen the AGN bolometric LF as our main constraint 
or our AGN model. While it is not straightforward to infer from
bservations, this is the most direct outcome of the model that 
ncludes the effects of both the seeding and the growth prescription, 
nd can be inferred from our model without having to invoke any
bscuration prescription. From our simulations, we compute the 
olometric luminosity of each AGN as 

 bol = εr Ṁ •c 2 = εr 

M 

acc 
•

�t 
c 2 . (16) 

Our two main free parameters for this calibration are the fraction 
f pre-enriched haloes hosting Pop III BH, f seed , and the Eddington
atio in high-mass haloes, f high 

Edd . We have checked that changing f acc 
•

as little impact on the o v erall shape of the bolometric LF, and only
ffects the growth of the most massive BHs at z � 5. Similarly,
e hav e v erified that changing f low 

Edd to a value 100 times higher
akes virtually no difference on the AGN LF in the regime where

bservational constraints exist. 
The upper panel of Fig. 2 shows the bolometric LF at z = 5 for

uns with f seed = 0.1, 0.2, and 1 and f high 
Edd = 1 and 0.7. As expected,

he models with a lower f Edd tend to yield a lower number density of
right AGN (or rather, at fixed number density, the AGN are fainter
ith lower f Edd ), while the o v erall normalization is set by f seed . In our
odel, only the growth of the most massive BHs in the most massive

aloes is limited by the gas supply ( f acc 
• M 

� 
g in equation 10 ). For the

uns with lower f Edd , BHs will enter this regime at higher mass and
ill therefore accrete most of the time at f Edd . In that context, a lower

 Edd naturally yields a slo wer gro wth of the BH, and therefore a lower
uminosity at fixed number density. We use as our main constraint
he ‘global fit’ model from recent quasar bolometric LF from Shen
t al. ( 2020 ), which is based on a compilation of observations at z =
–7, and includes the contributions of both obscured and unobscured 
uasars. At z = 5, the observational data points constraining the Shen
t al. ( 2020 ) fit range abo v e luminosities of L bol � 10 44 erg s −1 . 

We find that the models that best reproduce the observed LF at z =
 in the range probed by observations are those with f seed = 0.1–0.2
nd f high 

Edd = 1. The model with f seed = 0.1 tends to give a slightly
etter match to the brighter end of the LF, but performs slightly
orse at the fainter end. By comparison, when lowering f high 

Edd , even
he model where 100 per cent of the pre-enriched haloes are hosting
 Pop III BH seed tends to produce too few AGN compared to the
bservations. 
We show the same bolometric LF at z = 6 ( z = 7) in the

entral (lower) panel of Fig. 2 . We find that all our models tend
o underpredict the number of AGN at z > 6, with only the most
xtreme one ( f seed = 1 and f high 

Edd = 1) reaching the observed LF at
 = 6 at its bright end. The observations at z ∼ 6 only constrain AGN
righter than L bol � 10 45 erg s −1 , so this model would in principle be
n acceptable match in that luminosity regime. Ho we ver, gi ven that
t o v erestimates the LF at lower z, we only re gard this model as a
maximal’ case for the rest of this work. At even higher z, our models
all short of the Shen et al. ( 2020 ) bolometric LF, but we stress that
his comes from the extrapolation of their fit rather than from data.
verall, we find that the bolometric LF grows faster in our model

han in the (extrapolation) of observations, with a very low number
ensity of bright AGN at high redshift. 

.2 Black hole masses 

e show in Fig. 3 the BH mass function at z = 5 (top) and z = 7
bottom) for the five models used to calibrate our parameters, using
he same colours and line styles as in Fig. 2 . For all the models
ith f high 

Edd = 1, the global shape of the mass function is unchanged,
ith the normalization following f seed . This is to be expected (see

lso Section 3.3 ) since our choice of f seed affects haloes of all masses
qually. By comparison, reducing f high 

Edd to 0.7 pre-dominantly affects 
he massive end of the mass function. Since BHs only accrete at f high 

Edd 

f they are in haloes massive enough, this suggests that only BHs with
asses M • � 10 6 M � tend to live in massive haloes. We also show

he z = 4.85 BH mass function derived from observations of high- z 
uasars by Kelly & Shen ( 2013 ) as a dashed black line, with the
6 th and 84 th percentiles indicated by the grey area. Comparing the
 = 5 mass functions, the models with a low f 

high 
Edd are disfa v oured

y the comparison to observations: they all underpredict the number 
MNRAS 518, 3576–3592 (2023) 
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Figure 2. AGN bolometric LFs at z = 5 (upper panel), z = 6 (middle panel), 
and z = 7 (lower panel) for runs with f seed = 0.1 (orange), 0.2 (blue), and 1 
(red) for two different Eddington ratios in high-mass haloes: f high 

Edd = 1 (solid 

lines) and f high 
Edd = 0 . 7 (dotted lines). The thick purple dashed line is the global 

evolution fit from Shen et al. ( 2020 ), with the shaded area corresponding to 
the (propagated) uncertainty on their best-fitting parameters. The parameters 
that reproduce the best observed LF are f seed = 0.2 and f high 

Edd = 1. 

Figure 3. BH mass function at z = 5.0 (top) and z = 7.0 (bottom) for the five 
models shown in Fig. 2 , compared to the Kelly & Shen ( 2013 ) observations 
at z = 4.75 (dashed black line for the median and grey area for the 16 th –84 th 

percentile range). The shape of the BH mass function is mostly affected by 
the choice of f high 

Edd at the massive end, while the normalization follows f seed . 
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ensity of BHs with masses abo v e M • � 10 8 M �. By contrast, all
ur models with f high 

Edd = 1 are in reasonable agreement with the
elly & Shen ( 2013 ) mass function, and the model with f seed = 0.2
rovides the best match to the observations. By comparing the z = 5
nd z = 7 mass functions, we can see that our model does not predict
ny quasar-like extremely massive BH at z = 7, consistent with the
olume we are probing. We find that our most massive BHs grow
ate, between z = 7 and z = 5. 

We explore this further in Fig. 4 , where we show the relation
etween BH and galaxy stellar mass at z = 6 (top row) and z = 4.5
bottom row) for the models with f high 

Edd = 1 and f seed = 0.1 (left-hand
anels), f high 

Edd = 1 and f seed = 1 (central panels), and f high 
Edd = 0 . 7

nd f seed = 1 (right-hand panels). The colour coding indicate the
verage Eddington ratio f Edd in each mass bin. The dashed line on
ll panels shows the relation derived by Baron & M ́enard ( 2019 )
t z � 0, extrapolated down to arbitrarily low-stellar masses. As
xpected from our modelling choice of f low 

Edd � 1, the growth of
he BHs in all our models is completely stunted in galaxies with

asses below M � � 10 9 . 5 M � (as indicated by the very low average
 Edd ). Once galaxies reach that mass, BHs grow efficiently at the
ddington rate and reach masses in good agreement with the z ∼
 expectations from their host stellar mass. The slope of the BH-
o-stellar mass relation in our model becomes shallower at the very
igh-mass ( M � � 10 10 . 5 M �) in all of our models, indicating that

art/stac2138_f2.eps
art/stac2138_f3.eps
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Figure 4. M • − M � relation for models with f high 
Edd = 1 and f seed = 0.1 (left), f high 

Edd = 1 and f seed = 1 (centre), and f high 
Edd = 0 . 7 and f seed = 1 (right), at z = 6 

(top) and z = 4.5 (bottom). The colour indicates the average f Edd in each bin. The Baron & M ́enard ( 2019 ) z � 0 relation is shown as a dashed line. 
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H growth is no longer proceeding at f high 
Edd , but instead hindered

y the amount of gas available: the second term in equation ( 10 )
ecomes the limiting factor in estimating the accretion rate. This is
ore obvious on the lower panel, at z = 4.5: at fixed galaxy mass,

he most massive BHs grow at less than 10 per cent of the Eddington
ate. In the model with f seed = 0.2, very few BHs are already on the
ocal M � − M • relation at z = 6. As we will see in Section 3.3 ,
his is not mainly caused by a difference in occupation fraction at
igh mass. Instead, this is caused by the fact that with fewer seed,
he contribution of mergers to BH growth is more limited in this

odel. 
Comparing the central and right-hand panels of Fig. 4 , we can

ee that the main effect of limiting the Eddington ratio in high-
ass haloes is to make the o v erall shape of the M � − M • relation

hallower at M � � 10 9 . 5 M �. This directly comes from the fact that
 lower f high 

Edd leads to a slower growth of the BHs. Since in our
odel AGN feedback has little effect on star formation (apart at the

ighest masses), the stellar mass is virtually unchanged when varying 
 

high 
Edd , therefore resulting in a shallower slope. While it seems that
t z = 4.5, the f high 

Edd = 0 . 7 model provides a better fit to the local
 � − M • relation, we refrain from putting too much weight on this:

ur growth model assumes a constant f high 
Edd , while observations at 

ower redshift require that the average f Edd decreases with time (e.g. 
elly & Shen 2013 ). Similarly, because the z � 5 constraints on the
ddington ratio distribution are extremely sparse, we have chosen 

o assume a single value instead of assuming a wider distribution
s in e.g. Shankar, Weinberg & Miralda-Escud ́e ( 2013 ), Volonteri
t al. ( 2017 ). Because of this, we are missing the population of BHs
ith milder growth, and our models with f high 

Edd here are to be taken
s maximal cases for the growth of Pop III seeds, especially since
e assume that BH merge instantaneously when their host haloes 
erge. 
.3 Occupation fraction 

bservationally, not all galaxies contain active BHs. While this 
omes in part from the fact that not all BHs are actively accreting
atter, theoretical models of BH formation do not predict that BH

eeds are ubiquitous (see e.g. Volonteri 2010 ; Inayoshi et al. 2020 ),
nd in particular most scenarios require extremely metal-poor gas 
or BH seeds to form. Different seeding models predict different 
ccupation fractions for the seeds, and therefore for the black holes
rowing from these seeds. In our model, as the IGM metallicity
ncreases o v er time, the metallicity of newly identified haloes also
ncreases, so that at z � 12 no new BHs are formed. We show the
ccupation fractions of all BHs as a function of stellar mass of the
ost galaxy in Fig. 5 for the three models with f high 

Edd = 1 and f seed =
.1 (orange), 0.2 (blue), and 1 (red). For each model, the different
ines indicate different redshifts: z = 6.0 (dotted line), z = 5.0 (dashed
ine), and z = 4.5 (solid line). As expected, the occupation fraction
s higher in the models with a higher f seed : more haloes are initially
osting a BH seed, so that more haloes will be hosting BHs at
ater time. At fixed occupation fraction, the corresponding host mass 
ncreases with decreasing redshift. This can be understood easily 
s no new BHs are formed at z � 12. Galaxies will steadily grow
hether or not they are hosting a BH, so that the curves are all moving

owards higher masses as z decreases. 
Comparing our results with the cosmological simulation of 

abouzit et al. ( 2017 ), which explicitly focuses on following the
ormation of Pop III seeds, it seems that we systematically underpre-
ict the occupation fraction. Only our extreme model with f seed = 1
ppears to be marginally in agreement with their simulation, and only
hen comparing with their ‘inefficient SN feedback’ models. Their 
uch higher occupation fraction result from the fact that our BH

eeds stop forming at much higher z than in Habouzit et al. ( 2017 ),
here the ISM metallicity is tracked down to a resolution of � 75 pc .
MNRAS 518, 3576–3592 (2023) 
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Figure 5. BH occupation fraction at z = 6.0 (dotted line), z = 5.0 (dashed 
line), and z = 4.5 (solid line) for the three different f seed using the same colours 
as in Fig. 2 . At fixed stellar mass, the occupation fraction decreases with z 
because black holes stop forming at z � 12, while galaxies keep growing. 
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Figure 6. AGN UV LFs at z = 4.5 (top), z = 5 (middle), and z = 6 (bottom) 
for runs with f seed = 0.1 (orange), 0.2 (blue), and 1 (red), compared at z = 4 to 
observations by Glikman et al. ( 2011 , purple triangles), Boutsia et al. ( 2018 , 
black squares), and Giallongo et al. ( 2019 , green circles) (top), and at z = 

5 to an extrapolation of the LF of McGreer et al. ( 2018 , purple dashed line; 
middle). The dotted lines correspond to the UV LF, including the obscuration 
from Merloni et al. ( 2014 ). 
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his means that new haloes will form seeds down to much lower z
n their simulation, and so the o v erall occupation fraction will be
igher. Interestingly, they find that this model o v erpredicts the AGN
olometric LF significantly more than we do even for our f seed = 1
odel. This high apparent LF can be reconciled with observations

y assuming a duty-cycle of order 10 − 20 per cent , while our model
mplicitly assumes a duty-cycle of 100 per cent . This highlights the
ensitivity of BH and AGN models to the ISM prescription: detailed
imulations such as those of Trebitsch, Volonteri & Dubois ( 2019 )
ave found that the actual BH growth duty-cycle is higher than
he observed AGN duty-cycle. Nevertheless, the good agreement
etween our models and both the observed AGN bolometric LF and
H mass function validate their use to study the AGN contribution

o reionization. 

.4 UV emission 

e now turn to the UV luminosity produced by our AGN population.
or this, we use the same bolometric correction as in Shen et al.
 2020 ) to estimate the UV luminosity of our AGN (but we checked
hat this had little impact on our results, comparing e.g. with the
orrection from Runnoe, Brotherton & Shang 2012 ). 

.4.1 AGN UV luminosity function 

e show in the top panel of Fig. 6 the intrinsic AGN UV LF at
he end of the simulation ( z = 4.5) for the two best-fitting models
 f seed = 0.1–0.2) as well as our more extreme model ( f seed = 1)
sing the same colour scheme as in Fig. 2 . We include a correction
or the obscured AGN following Merloni et al. ( 2014 ), using the
rescription described with equations ( 14 and 15 ). By comparison,
bservational estimates of the UVLF at z ∼ 4 are shown as purple
riangles (Glikman et al. 2011 ), black squares (Boutsia et al. 2018 ),
nd green circles (Giallongo et al. 2019 ). 

Our two best-fitting models show a trend that is o v erall consistent
ith the observed AGN UV LF, with a slightly better match obtained

or the f seed = 0.2 model when taking obscuration into account.
he extreme, f seed = 1 model overshoots the observed LF at M UV 

righter than −22 even when including the effect of obscuration.
he obscured fraction for Merloni et al. ( 2014 ) is only ef fecti vely
onstrained at X-ray luminosities L X � 10 43 erg s −1 , corresponding
NRAS 518, 3576–3592 (2023) 
o M UV � −18, well below the apparent turno v er in our LF: at
ace value, this suggests that we underestimate the faint-end of
he AGN UV LF when folding in the effect of dust, compared to
he results of Giallongo et al. ( 2019 ). We note, ho we ver, that their
F was derived under the assumption that the observed UV was
re-dominantly coming from an AGN component: this ef fecti vely
orresponds to assuming that all their AGN are unobscured. It is
herefore more reasonable to compare the faint end of the AGN UV
F from Giallongo et al. ( 2019 ) to our unobscured AGN UV LF. In
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Figure 7. Combined AGN + galaxy UV LF at z = 4.5 for the f seed = 

0 . 1 , f high 
Edd = 1 model (orange solid line), and the individual AGN (dashed 

line) and galaxy (dotted line) components, after including attenuation from 

dust. The dashed black line and grey area are the combined UV LF from 

Adams et al. ( 2020 ) at z � 4. In good agreement with observations, our 
AGNs start to dominate the UV LF around M UV � −23. 
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Figure 8. AGN fraction as a function of the attenuated galaxy M UV at z = 

4.5, for different definitions of the AGN fraction: ratio of the intrinsic AGN 

UV luminosity to the attenuated galaxy UV luminosity in dark blue, including 
AGN obscuration in orange. The solid lines correspond to an AGN outshining 
the galaxy, while the dotted line correspond to an AGN with 10 per cent of 
the host UV luminosity. 
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hat case, our two standard models are in good agreement with their
bserved LF. 
In the middle and lower panel, we show the same AGN UV LFs

t z = 5 and z = 6, respectively. As expected from the evolution of
he bolometric LF discussed in Section 3.1 , it appears clearly that
he number density of UV-bright AGN drops significantly at higher 
edshifts. At z = 5, we compare our results to an extrapolation of
he z ∼ 5 LF from McGreer et al. ( 2018 ; shown as a purple dashed
ine): the data stops at a number density of � � 10 −7 mag −1 cMpc −3 ,
orresponding to just under one object in our simulation volume. 
or the same reason, we note that we cannot directly compare our
esults to observational determinations of the AGN UV LF at z �
, such as those resulting from the SHELLQs surv e y (Matsuoka
t al. 2018 ) because they probe number densities too low to be
ampled in our cosmological volume. Nevertheless, we tentatively 
nd a number density of AGN larger than suggested by McGreer 
t al. ( 2018 ), even after accounting for obscuration. One possible
xplanation could be that we underestimate the obscuration for these 
bjects: consistent with the observations of Circosta et al. ( 2019 ),
rebitsch et al. ( 2019 ) found that the ISM can significantly contribute

o the AGN obscuration in massive high- z galaxies. In any case, Fig. 6
oints towards a rapid evolution of the AGN UV LFs at z � 5. 

.4.2 Combined UV luminosity function 

n the past few years, multiple groups (e.g. Ono et al. 2018 ; Stevans
t al. 2018 ; Adams et al. 2020 ; Harikane et al. 2022 ) have studied
n detail the intersection between the bright-end of the galaxy UV 

F and the faint-end of the AGN UV LF. Since ASTRAEUS models
tar-forming galaxies and A GN together , we can estimate the UV
F of all sources in our simulation. We show in Fig. 7 the results

rom the f seed = 0 . 1 , f high 
Edd = 1 model in orange, with the solid line

orresponding to the combined LF and the dashed (dotted) line being 
he AGN (galaxy) contribution. The galaxy contribution includes 
ust attenuation, while the AGN contribution takes obscuration into 
ccount, as in Fig. 6 . We show the Poisson error on our combined LF
s the orange-shaded area. We compare our LF to the z � 4 observed
F of Adams et al. ( 2020 ), and as expected from the ASTRAEUS

alibration, we have an excellent agreement with the galaxy UV LF
t the faint-end. We find that the M UV regime where the galaxy and
GN UV LF o v erlap is around M UV � −23, similar to the observed
F . W e note that while we have chosen to show the AGN UV LF

ncluding obscuration, the Merloni et al. ( 2014 ) obscuration fraction
s below f obs � 50 per cent for M UV brighter than −21.5, so that the
bscuration correction only plays a role in the M UV range that is
lready dominated by the galaxy population. 

In that respect, our model is in good agreement with the empirical
odel of Volonteri et al. ( 2017 ) or with the numerical simulations

f Trebitsch, Volonteri & Dubois ( 2020 ), who found that at z =
 the AGNs dominated o v er the galaxy UV luminosity at M UV 

righter than −23. Interestingly, Sobral et al. ( 2018 ) found a similar
ritical M UV at z � 2 − 3, hinting at a slow evolution of this AGN-
alaxy transition in the high-redshift Universe. We can quantify this 
urther by measuring the ratio of AGN to galaxy UV luminosity in
he f seed = 0 . 1 , f high 

Edd = 1 model, as shown in Fig. 8 as a function
f the (attenuated) galaxy M UV . The solid (dotted) lines mark the
raction of haloes where the AGN luminosity exceeds 100 per cent 
10 per cent ) of the attenuated galaxy UV luminosity, with the dark
lue lines using the intrinsic AGN luminosity and the orange lines
aking the obscured fraction into account. Qualitatively, our results 
re consistent with the observations of Sobral et al. ( 2018 ) at z �
–3, who found that the AGN fraction f AGN � 50 per cent at M UV �
21.5. Quantitatively, our f AGN is a bit lower than theirs for the f seed =

.1 model, and assuming a higher f seed = 1 gives a critical M UV much
loser to the Sobral et al. ( 2018 ) results. Similar results have also been
ound by Piana, Dayal & Choudhury ( 2022 ) using the parent DELPHI

odel. The model of Volonteri et al. ( 2017 ) yields a lower AGN
raction at high luminosity, mostly driven by the assumption that only
5 per cent of the galaxies are hosting acti ve BHs. Ne v ertheless, the y
nd that their AGN fraction saturates around M UV � −22, close to
ur findings. 

 AG N  C O N T R I BU T I O N  TO  REI ONI ZAT IO N  

ow that we have established the properties of our simulated 
GN population, we turn our attention to their contribution to the

eionization of the Universe in the ASTRAEUS framework. 
MNRAS 518, 3576–3592 (2023) 
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Figure 9. Left : evolution of the neutral fraction with redshift for our three main models (solid lines) compared to the baseline case without AGN (dashed black 
line). The points correspond to observational constraints on the neutral fraction (see text for details). All models assume f AGN 

esc = 1. Right : CMB Thomson 

optical depth for our most extreme AGN case ( f seed = 1 , f high 
Edd = 1 , f AGN 

esc = 1) compared to the case without AGN. The grey area indicates the 2018 Planck 
Collaboration ( 2020 ) constraints, which are used to calibrate the galaxy escape fraction model. 
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.1 Reionization history 

e show in Fig. 9 the reionization history resulting from our
STRAEUS simulations. The left-hand panel focuses on the evolution
f the neutral fraction x HI for our three models with f high 

Edd = 1, all
ssuming f AGN 

esc = 1 as an extreme scenario, chosen to highlight the
aximum effect of AGN on reionization allowed by our model. The

hick black-dashed line corresponds to the original ASTRAEUS model
ith no AGN contribution. The other symbols mark observational

onstraints: black hexagons for measurements of the Lyman- α forest
ransmission from Fan et al. ( 2006b , full symbols) and Bosman
t al. ( 2022 , open symbols); green circles for constraints on the
GM opacity from the fraction of Lyman- α emitters in Lyman-break
alaxy samples (Ono et al. 2012 ; Robertson et al. 2013 ; Pentericci
t al. 2014 ; Schenker et al. 2014 ; Tilvi et al. 2014 ); purple diamonds
or measurements from quasar damping wings (Mortlock et al.
011 ; Schroeder, Mesinger & Haiman 2013 ; Ba ̃ nados et al. 2018 ;

ˇ uro v ̌c ́ıko v ́a et al. 2020 ); orange diamonds for gamma-ray bursts
onstraints (Totani et al. 2006 , 2016 ); and the black squares are
onstraints derived from the evolution of the Lyman- α LF by Ouchi
t al. ( 2010 ) and Ota et al. ( 2008 ). A fraction of these data points have
een taken from the compilation of Bouwens et al. ( 2015 ). Overall,
t z � 6, our models all match reasonably well the observational
onstraints, while we predict a too low-residual neutral fraction in
he post-reionization era. The different AGN models show very little
ifference with the scenario without an y AGN contribution, ev en for
he most extreme f seed = 1 and f AGN 

esc = 1 models. Despite significant
ifferences in the modelling of the BH physics, our findings are
emarkably consistent with the results of the DRAGONS project (Qin
t al. 2017 ), who relies on the MERAXES semi-analytical model
Mutch et al. 2016 ). Similar to what we present here, they have
ound that the inclusion of an AGN component in their reionization
odel makes no difference to the evolution of their neutral fraction.
he MERAXES model assumes a distinction between hot and cold
as, feeding the BH growth at different rates, while we assume that
he BH growth proceeds at a rate that only depends on the halo

ass and available global gas reservoir: the fact that our results are
ery similar suggests that the details of the BH modelling is largely
rrele v ant to estimate the AGN contribution to cosmic reionization. 

We illustrate this further on the right-hand panel of Fig. 9 , which
hows the Thomson optical depth from the CMB for our two most
NRAS 518, 3576–3592 (2023) 

l  
xtreme cases compared to the confidence interval from Planck
ollaboration ( 2020 ). In practice, we measure the CMB optical depth

ollowing Paper I : 

CMB ( z) = σT 

∫ z 

0 
n e ( z 

′ ) 
c 

(1 + z ′ ) H ( z ′ ) 
d z ′ , (17) 

here H ( z) is the Hubble parameter at z and n e ( z) is the electron
umber density at z, determined from the mass-weighted ionized
raction and the hydrogen and helium number densities. Since we
o not track helium ionization, we assume that the fraction of
ingly ionized helium is the same as the hydrogen ionized fraction,
nd that helium is doubly ionized below z < 3. Even assuming
he most optimistic BH seeding scenario, the AGN contribution
emains negligible. This is pre-dominantly because in our models
H growth happens too late, so that the AGN contribution to the

onizing UV background only starts to be significant at z � 5.8
hen reionization is mostly finished. We discuss this low- z behaviour

urther in Appendix A . 

.2 Sour ce pr operties 

.2.1 Population-avera g ed properties 

quipped with this understanding of how reionization proceeds in
ur model, we can now focus on the sources themselves. We show
n Fig. 10 the ionizing emissivity that escapes into the IGM for
alaxies (thick black-dashed line) and for different AGN models.
he colour still indicates f seed = 0.1 (orange), f seed = 0.2 (blue),
nd f seed = 1 (red), and we explore different f AGN 

esc models presented
n Section 2.3.4 with different line styles. The solid line assumes
 

AGN 
esc = 1, the dashed line is for the model where f AGN 

esc = 1 for
nobscured AGN, the dash-dotted line shows f AGN 

esc = 1 − f obs , and
he dotted line assumes f AGN 

esc = f � esc . For clarity, we only show the
ariations of the f AGN 

esc model for the f seed = 0.2 case. 
As expected from the discussion on � HI , the AGN emissivity

tops being negligible only at z � 6, eventually taking o v er the
alaxy contribution at the very end of our simulation. The higher
ormalization of the runs with higher f seed directly comes from
he larger number of accreting BHs, which can be read from the
olometric LF in Fig. 2 . The model with f AGN 

esc = f � esc yields a much
o wer emissi vity, dri ven by the fact that the brighter AGN are pre-
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Figure 10. Evolution of the escaping ionizing emissivity of galaxies (black- 
dashed line) and AGN for the different scenarios considered in this work. The 
colours follow the same f seed convention as in Fig. 2 . Solid lines correspond 
to f AGN 

esc = 1, while the thin dashed line shows the model where f AGN 
esc = 1 

for unobscured AGN, the thin dash-dotted line is f AGN 
esc = 1 − f obs , and the 

thin dotted line assumes f AGN 
esc = f � esc . 
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Figure 11. Population-averaged luminosity-weighted ionizing escape frac- 
tion for the galaxies (dashed black line) and the AGN with the same legend 
as in Fig. 10 . The solid purple line corresponds to the f � esc ( z) model used in 
Dayal et al. ( 2020 ). 

Figure 12. Fraction of the ionizing luminosity escaping from AGN brighter 
than a given X-ray luminosity L X at z = 5 (left) and z = 7 (right) for different 
f AGN 

esc models for the f seed = 0.2 scenario, using the same legend as in Fig. 10 . 
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ominantly hosted in high-mass galaxies, where SN feedback is less 
fficient, so that f � esc will be low in our model. For the two models
elating f AGN 

esc to the Merloni et al. ( 2014 ) obscured fraction, the
esults are very similar, because the model where f AGN 

esc = 1 for
nobscured AGN is essentially a random realization of the model 
here f AGN 

esc = 1 − f obs . For these two models, the evolution of the
GN emissivity is steeper than for all other f AGN 

esc models. At z �
–7, we predict that the number density of bright AGN dramatically 
rops, so that most of the objects contribution to the AGN emissivity
ill be fainter, and therefore more obscured. At later times, the AGN

missivity is dominated by brighter, less obscured sources, so the 
lobal emissivity will resemble more the f AGN 

esc = 1 case. Overall, our
stimate of the ionizing emissivity from both galaxies and AGN are 
n good agreement with the model of Yung et al. ( 2021 ), who found
hat the AGN contribution at z � 6 was of the order 1 − 10 per cent
epending on the assumed f AGN 

esc . We find also a good consistency
ith the earlier results of Dayal et al. ( 2020 ) who found that the

umulative contribution of AGN reached 10–25 per cent of the total 
missivity depending on the assumed f AGN 

esc . 
Dividing the escaped emissivity by the intrinsic emissivity, we 

et the population-averaged escape fraction 〈 f esc 〉 , which we show
n Fig. 11 using the same legend as in Fig. 10 . We also added the
ducial f � esc model from Dayal et al. ( 2020 ) as the thin violet line for
omparison. Overall, 〈 f � esc 〉 has a very mild evolution, with a slow
ecline with decreasing redshift. This is indicative that as cosmic 
ime goes, more and more massive galaxies start to dominate the 
onization budget. In contrast, the model with f AGN 

esc = f � esc evolves 
he other way: this would indicate that at lower z, the AGN that are
ontributing the most ionizing photons are located in lower-mass 
alaxies, which can be understood easily since at fixed stellar mass,
alaxies tend to host more and more massive BHs at lower z (see
ig. 4 ). For the models linking f AGN 

esc to the obscuration fraction, we
nd again the behaviour from Fig. 10 : 〈 f AGN 

esc 〉 evolves from a very
o w v alue at high- z, when the AGN are mostly obscured, to a value
f around 50 per cent at z � 5 when the dominant AGN contribution
omes from brighter AGN, with a lower obscuration fraction. 
.2.2 Which AGN contribute the most? 

e explore this more quantitatively in Fig. 12 , where we measure
he fraction of the total ionizing emissivity produced by AGN 

righter than a given X-ray luminosity L X at z = 5 (left) and
 = 7 (right), for the different f AGN 

esc models considered in this
ork. The scenarios where f AGN 

esc = 1 and f AGN 
esc = f � esc show very

imilar behaviours, with AGN fainter than L X � 10 44 erg s −1 account 
or around 30 per cent of the ionizing luminosity at z = 5. In
ontrast, the models relating f AGN 

esc to the obscuration fraction show 

 much more significant contribution from bright sources, with 
ess than 10 per cent of the ionizing photons coming from AGN 

elow that luminosity. This is a direct consequence of the shape of
he obscuration fraction from Merloni et al. ( 2014 ): we see from
quation 14 that below L X � 10 44 erg s −1 , most AGN are (optically)
bscured, while it is the case only for a small fraction of them abo v e
his luminosity. At higher redshift, most of the AGN are below this
ritical luminosity and are therefore obscured: this explains why 
 

AGN 
esc � 1 at z � 6 for the models using 1 − f obs as a proxy for
 

AGN 
esc . 
Finally, we wish to find and characterize the regime in which the

GN radiation dominates o v er the stellar light. We quantify this in
ig. 13 for the f seed = 0 . 2 , f high 

Edd = 1 , f AGN 
esc = 1 model, where we

easure the ratio of the (escaped) ionizing emissivity from the AGN
MNRAS 518, 3576–3592 (2023) 
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Figure 13. Ratio of the AGN to galaxy escaped emissivity as a function 
of stellar mass for the f seed = 0 . 2 , f AGN 

esc = 1 at z = 4.5, 5, 6, 7 indicated 
by lines of decreasing thickness. The AGN are contributing more ionizing 
photons in galaxies more massive than M � � 10 9 . 8(10 . 3) M � at z = 4.5 (6). 
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nd its host galaxy as a function of the host stellar mass, at different
edshifts (from z = 4.5 to z = 7, indicated with decreasing line
hickness with increasing z). We find that the AGN starts to be the
ominant source of ionizing photons in galaxies more massive than
 � � 10 9 . 8 M � at z = 4.5 ( M � � 10 10 . 3 M � at z = 6), with the cut-

ff mass decreasing at lower redshift. This is qualitatively consistent
ith the results of Dayal et al. ( 2020 , see their figs 2 and 5) at z
 6, but about an order of magnitude higher than the cut-off mass

f M � � 10 9 M � at lower redshift. We attribute this to a difference
n the way we model the stellar component. In Dayal et al. ( 2020 ),
 

� 
esc is assumed to scale with redshift independently of the stellar
ass of the galaxy. Compared to our implementation, this results in

n average 〈 f � esc 〉 significantly lower, with a steeper evolution with
edshift. Additionally, the fiducial model assumes a slightly lower
aximum star-formation efficiency compared to us ( f � = 2 per cent

ompared to 2 . 5 per cent ), so that their galaxies will be slightly less
assive than ours, on average. Finally, their SN feedback is weaker

han ours, with a coupling parameter f � w = 0 . 1 versus 0.2 for us. As
n our model (see e.g. Hutter et al. 2021b , for a discussion on this f � esc 

odel), f � esc saturates in galaxies where the SN feedback can eject
ll of the remaining gas, lowering value of f � w would result lowering
he stellar mass threshold abo v e which f � esc is decreasing, so that
he (escaped) luminosity at fixed stellar mass would be lower. As a
onsequence, the relative contribution of the AGN would be higher. 

.3 Reionization morphology 

aving established that statistically, AGN contribute very little to
he o v erall photon budget of reionization, we now try to answer the
uestion of whether the presence of rare but bright sources has any
ffect on the way reionization proceeds spatially. We approach this
tatistically by measuring the power spectrum of the 21-cm signal,
ollowing the approach of Hutter et al. ( 2020b , 2021a ). Assuming
hat the spin temperature is well abo v e the CMB temperature at the
edshift of interest (a reasonable assumption at the later stages of
eionization), the differential 21-cm temperature brightness δT b is
iven at any position r of the volume by 

T b ( r ) = T 0 ( 1 + δ( r ) ) x HI ( r ) (18) 
NRAS 518, 3576–3592 (2023) 
here 

 0 = 28 . 5 mK 

(
1 + z 

10 

)1 / 2 
�b 

0 . 042 

h 

0 . 73 

(
�m 

0 . 24 

)−1 / 2 

(19) 

nd δ( r ) is the local gas o v erdensity. From this, we compute and show
n the upper panel of Fig. 14 the 21-cm power spectrum � 

2 
21cm 

at z =
, 7, 8, and 9 (from left to right). In each panel, the dashed black line
orresponds to the model without any AGN contribution, the dotted
range line is the model with f seed = 0 . 1 , f AGN 

esc = 1, the dotted red
ine shows f seed = 1 , f AGN 

esc = 1, and the solid red line marks the
cenario where f seed = 0 . 1 , f AGN 

esc = 1 for unobscured AGN only. We
iew the last two scenarios to be the most extreme ones possible: the
ormer maximizes the AGN contribution, while the latter puts more
mphasis on the spatial se gre gation of the sources. As expected, the
 v erall evolution of � 

2 
21cm 

show a stronger signal on small scales at
igh z, before reionization is complete, and gets shallower on scales
maller than the ionized regions with increasing ionized fraction,
ntil the full volume is reionized. At that stage, the signal becomes
eak at all scales and depends on the residual neutral fraction. 
We find that none of the AGN models, even the most extreme

nes, hav e an y significant impact on the 21-cm power spectrum.
he lower panel quantifies this as the fractional difference between

he AGN models (orange and red) and the no AGN model. At all
pochs considered, the AGNs have virtually no impact on the power
pectrum. The only (numerically) significant difference happens at
 = 6, where the power spectrum is about 10 per cent weaker than
ithout AGN. This is primarily driven by a slightly lower neutral

raction, but the absolute value of � 

2 
21cm 

is very low at this epoch,
ausing this difference to be negligible in practice. While this seems
n contradiction with the results of e.g. Kulkarni et al. ( 2017 ), who
nd a strong imprint of AGN on the 21-cm power spectrum, the
ifference essentially comes from the very low contribution of AGN
o reionization in our model. 

This very limited effect of AGN on the 21-cm power spectrum
ay seem at odd with the picture in which rare, bright quasars are

onizing their immediate surrounding (e.g. Cen & Haiman 2000 ),
ven imprinting a specific pattern on the 21-cm signal (Bolgar et al.
018 ). Ho we ver, we note here that because of the volume we surv e y
n this work, we do not model the extremely bright but extremely rare
uasars with bolometric luminosities exceeding L bol � 10 47 erg s −1 

owered by M • � 10 9 M � deep in the Epoch of Reionization, such
s those found by Ba ̃ nados et al. ( 2018 ), Yang et al. ( 2020 ), and Wang
t al. ( 2021 ) at z � 7.5. For these very early sources, which have very
ow number densities, we might expect a much stronger effect on the
1-cm morphology. That being said, the intrinsic scarcity of these
xtremely luminous quasars will not strongly affect our results on the
lobal contribution of AGN to reionization, although it may impact
he thermal and ionization state of the gas in their vicinity. 

 C O N C L U S I O N S  

n this work, we hav e inv estigated the role of high-redshift AGN
opulation in the reionization history of the Univ erse. F or this
urpose, we have implemented a model for the formation, growth,
nd feedback from SMBHs in the ASTRAEUS framework, which
llowed us to follow self-consistently the ionizing output of the
volving AGN population at z � 4.5. We applied this framework
o the VSMDPL cosmological N -body simulation, which tracks the
volution of matter in a (160 h 

−1 ) Mpc 3 volume resolving haloes
own to M vir, min = 1 . 24 × 10 8 h 

−1 M �. In addition to reproducing
ll key observable for galaxies at z ≥ 4.5, we have calibrated our
GN model to reproduce the observed bolometric LF at z = 5, and
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Figure 14. Top : 21-cm power spectrum � 

2 
21cm 

at z from 6 to 9 (from left to right) for the models with no AGN (dashed black line), with f seed = 0 . 1 , f AGN 
esc = 1 

(dotted orange line), f seed = 1 , f AGN 
esc = 1 (dotted red line), and f seed = 0 . 1 , f AGN 

esc = 1 for unobscured AGN only (solid red line). Bottom : fractional difference 
with the model without AGN. Overall, the AGN effect on the 21-cm signal is minor at best, and only at low redshift when the global signal is already very weak. 
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ound that the resulting AGN population was in very good agreement 
ith other high-redshift constraints, such as the BH mass function 
f Kelly & Shen ( 2013 ) or various estimates of the AGN UV LF
Glikman et al. 2011 ; Boutsia et al. 2018 ; Giallongo et al. 2019 ).

oreo v er, the relativ e contribution of galaxies and AGNs to the total
V luminosity of high- z sources is well reproduced by our model as
ell. 
Equipped with this robust model, we have been able to establish

ow AGNs impact the establishment and maintenance of an ionizing 
ackground in the high-redshift Univ erse. Our ke y findings are as
ollow: 

(i) The ionizing emissivity of an AGN is too low to contribute 
ignificantly to the ionizing budget during the Epoch of Reionization, 
ccounting only for 1–10 per cent of the escaping emissivity at z = 6,
epending on the assumed f AGN 

esc . This is mostly because the number
ensity of AGN bright enough to produce a significant amount of
onizing photons is too low in the high-redshift Universe. 

(ii) Taking into account the fact that a fraction of high- z AGNs
re obscured further reduces the contribution of the o v erall AGN
opulation to reionization, especially at the highest redshifts, when 
GNs are on average less luminous and more obscured. 
(iii) AGNs in the most massive galaxies ( M � � 10 9 . 8 −10 . 3 M � at 

 = 4.5 − 6) can contribute more ionizing photons than their host,
ut this only comes into play significantly at z � 6, when reionization
s complete. 

(iv) Despite the fact that bright AGNs do not have the same 
patial distribution as the galaxies that pre-dominantly reionize the 
niverse, we find virtually no impact of the AGN population on the
lobal morphology of reionization, quantified by the 21-cm power 
pectrum. 

Overall, this paints a picture in which AGNs have an extremely 
imited impact on the reionization of the Uni verse, irrespecti ve 
f the assumption we make on the escape of ionizing radiation 
rom the AGN. This is in good agreement with numerous earlier 
 orks emplo ying empirical models (e.g. Kulkarni, Worseck & 

ennawi 2019 ), semi-analytical models (e.g. Dayal et al. 2020 ),
r cosmological simulations (e.g. Trebitsch et al. 2021 ). We stress
hat this is not in conflict with the studies of e.g. Grazian et al. ( 2018 ,
022 ) and Boutsia et al. ( 2021 ): in our model, AGNs do take o v er the
V background at z � 5 (with variations around this value slightly
epending on the assumptions for f AGN 

esc ). 
We note that despite careful modelling, we found no DCBH seed

n our set of simulations. We attribute this to tw o f actors, pre-
ominantly. First of all, the VSMDPL box is ‘only’ 160 h 

−1 Mpc on
 side: while this is enough to sample the properties of the galaxies
uring the Epoch of Reionization (see e.g. Ucci et al. 2021b , who
stimated the importance of cosmic variance on reionization), this is 
ot quite enough to sample the extremely rare haloes, with a number
ensity comparable to that of the brightest quasars ( ∼ 10 −9 Mpc −3 ).
hese sites are thought to be the birthplace of DCBH seeds, which
ould grow to become the most massiv e SMBH observ ed at z �
. This can be seen e.g. from our UV LF, which stops around M UV 

 −26 at z = 4.5, or even from the fact that we do not find any
 • � 10 9 M � BH at z = 6 in our simulations. The second reason

hat may be causing the lack of DCBH seed in our simulation is
he mass resolution of the VSMDPL simulation. The minimum 

alo mass is M vir, min = 1 . 24 × 10 8 h 

−1 M �, which is around the
tomic cooling limit. While DCBH seeds are expected to form 

n haloes with masses of that order of magnitude, the formation
istory of these haloes is completely unresolved in our simulation. 
his is what led us to model the self-enrichment of these haloes

ollowing the approach of Trenti & Stiavelli ( 2007 , 2009 ), but this
s only a statistical approach. Taking into account a global LW
ackground, we found that the probability for a starting halo to
e pristine is of the order of 1 per cent at z = 15, but this does not
ake into account the possibility for so-called ‘synchronized pairs’ 
f haloes, where one halo would start forming stars earlier than
ts neighbour and its local LW flux would prevent star formation
o occur there, therefore keeping this second halo prisitine and 
ligible for DCBH formation (see e.g. Wise et al. 2019 ; Lupi,
MNRAS 518, 3576–3592 (2023) 
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aiman & Volonteri 2021 , who explored the plausibility of such 
cenario). 

The first limitation could in principle be o v ercome by applying
he ASTRAEUS model on a large cosmological volume, such as the
MDPL and its L box = 400 h 

−1 Mpc box. Ho we v er, larger box es come
ith the drawback that they typically have a lower-mass resolution,
orsening a lot that second issue. While we plan to investigate this

n more detail in a future work, we note that the inclusion of DCBH
eeds from a larger simulation will certainly not change the o v erall
esults from this work. While this would likely result in the presence
f several SMBH with masses in excess of M • � 10 9 M � at z �
, the quasars they would power would be too rare to significantly
hange the reionization history of the Univ erse. The y might, howev er,
eave some trace on the large-scale 21-cm power spectrum, which
ill be observed with the SKA. 
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PPENDI X  A :  P H OTO - I O N I Z AT I O N  R AT E  A N D  

OST-REI ONI ZATI ON  N E U T R A L  FRAC T IO N  

e show in Fig. A1 the evolution of the H I photo-ionization rate � HI 

s a function of redshift for different models assuming f AGN 
esc = 1.

he light green band indicates the AGN contribution to � HI estimated
rom the Kulkarni et al. ( 2019 ) AGN UV LF. The red circles,
urple hexagons, and blue squares indicate measurements of � HI by 
ecker & Bolton ( 2013 ), D’Aloisio et al. ( 2018 ), and Davies et al.
 2018 ), respectively. We see that for all models that include AGN,
 HI only starts to significantly deviate from the scenario without 
GN at z � 5.5, after reionization is complete. This is in a very good
greement with the results of Trebitsch et al. ( 2021 ), who estimate the
ontribution of AGN to the UV background in an o v erdense re gion
f the Universe (therefore particularly fa v ourable to BH growth), and
nd that their AGN population starts to dominate the UV background
t z � 4.5. This is also consistent with the findings of Giallongo et al.
 2019 ), who find that at z � 5.6 their observed AGN population could
ccount for more than 20 per cent of the total UV background, and
ven higher at z � 4.5. 
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igure A1. Evolution of the photo-ionization background � HI for the same
odels as in Fig. 9 . All models tend to o v erestimate the z � 6 UV background,

onsistent with our underestimation of the low- z neutral fraction. 

At face v alue, ho we ver, the � HI predicted from our simulation is
ignificantly higher than the value inferred from observations, espe-
NRAS 518, 3576–3592 (2023) 
ially in the post-reionization era (where constraints exist). We inter-
ret this as caused by the fact that we do not resolve small absorbers in
ur simulation. We use the ‘flux-based’ method of Hutter ( 2018 , sec-
ion 2.2.2) to estimate the photo-ionization rate: at a distance r from
 single source, we have � HI ( r) ∝ Ṅ ion exp ( −r /λmfp ) /r 2 , where λmfp 

s the mean-free path. Post-reionization, λmfp scales as f −2 / 3 
self−shielded ,

here f self-shielded is the volume fraction of self-shielded gas. Missing
he dense, self-shielded absorbers in our simulations leads to an
 v erestimation of the post-reionization λmfp , and therefore to an
 v erestimation of the photo-ionization rate. This is directly related to
he low post-reionization neutral fraction we see in Fig. 9 : since we
re missing the dense clumps that stay neutral even after reionization
s complete, we end up o v erestimating the photo-ionization rate. This
ould be in principle corrected by re-calibrating our mean-free path
odel, but doing so would be resolution-dependent, and will not

mpact our results, so this is beyond the scope of this work. 
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