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valence mismatch. The presence of novel 
transport properties with high interfacial 
sheet charge,[2] a range of band offsets asso-
ciated with local interfacial dipoles,[3] and 
possible transitions to new topological insu-
lators[4] are anticipated. The appearance and 
effectiveness of such effects are crucially 
dependent on the character of the non-
common-atom (NCA) interface, i.e., whether 
a sharp polar interface is formed or, on the 
contrary, if there are mixtures of chemical 
bonds across the interface (IIV or IIIVI 
bonds) leading to a nonpolar interface, 
which is otherwise the predicted energeti-
cally stable configuration.[5–7] Very little has 
so far been done to exploit these opportuni-
ties, in part due to challenges in determining 
the structure and properties of these types of 
interface, for example, by using scanning 
transmission electron microscopy (STEM) 
techniques. Recent advances in aberration-
corrected (AC) electron microscopy have 
enabled information limits well beyond the  
1 Å to be obtained, and it has become 
straightforward to resolve projections of indi-
vidual atomic columns making it possible, 

in principle, to determine atomic arrangements at the interface.[8] 
There are, however, intrinsic limitations in the interpretation of 
images from the heterointerface, depending on the material com-
bination under consideration. One such challenge is the CdTe-on-
InSb interface, a heterostructure with renewed interest due to its 
potentially novel functionalities.[4]

Semiconductor heterostructures are intrinsic to a wide range of modern-day 
electronic devices, such as computers, light-emitting devices, and photo-
detectors. Knowledge of chemical interfacial profiles in these structures is 
critical to the task of optimizing the device performance. This work presents 
an analysis of the composition profile and strain across the noncommon-
atom heterovalent CdTe/InSb interface, carried out using a combination of 
electron microscopy imaging techniques. Because of the close atomic num-
bers of the constituent elements, techniques such as high-angle annular-dark-
field and large-angle bright-field scanning transmission electron microscopy, 
as well as electron energy-loss spectroscopy, give results from the interface 
region that are inherently difficult to interpret. By contrast, use of the 002 
dark-field imaging technique emphasizes the interface location by comparing 
differences in structure factors between the two materials. Comparisons of 
experimental and simulated CdTe-on-InSb profiles reveal that the interface is 
structurally abrupt to within about 1.5 nm (10–90% criterion), while geo-
metric phase analysis based on aberration-corrected electron microscopy 
images reveals a minimal level of interfacial strain. The present investigation 
opens new routes to the systematic investigation of heterovalent interfaces, 
formed by the combination of other valence-mismatched material systems.
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1. Introduction

The selective combination of closely lattice-matched group IIVI/
group IIIV compound semiconductors offers many potential 
benefits due to the wide range of bandgap energies achievable,[1] 
as well as novel electronic effects at the interface arising from the 
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There has been a long tradition in the study of epitaxial CdTe 
films and related heterostructures grown by molecular beam 
epitaxy (MBE), in part because of their well-known applications 
in optoelectronic devices (e.g., infrared photodetectors, solar 
cells), as well as the possibility of providing buffer layers for the 
growth of HgCdTe alloys on commonly available substrates.[1] 
Recent works demonstrate that CdTe is an excellent material 
for solar cell applications, where significant improvements in 
the material quality lead to device performance records that 
place this material well beyond previous limits.[9,10] A key factor 
in the successful CdTe growth was the introduction of an InSb 
buffer layer before CdTe growth. The use of InSb as a candidate 
substrate for the CdTe growth appears close to ideal because the 
two materials are nearly lattice-matched (aInSb = 6.479 Å, aCdTe = 
6.482 Å at room temperature) and they have similar thermal 
expansion coefficients.[11] Epitaxial growth of CdTe on (almost) 
lattice-matched InSb substrates should thus provide a viable 
path toward achieving very high quality material, although 
unanswered questions still remain about the interfacial region.

The combination of CdTe (IIVI) and InSb (IIIV) implies 
the existence of a heterovalent NCA interface, i.e., the interface 
must contain mixtures of IIV and/or IIIVI bonds due to the 
valence mismatch between the two materials. Moreover, the close 
proximity in atomic numbers of the four elements Cd (Z = 48), 
In (Z = 49), Sb (Z = 51), and Te (Z = 52) at the CdTe/InSb inter-
face, will make it difficult to reliably identify the individual spe-
cies based on image intensity differences, even though the 
projected atomic columns can be readily resolved with the latest 
generation of AC-STEMs.[12] Compositional analysis using either 
electron-energy-loss spectroscopy (EELS) or energy-dispersive 
X-ray spectroscopy (EDS) is also challenging because the close 
atomic numbers of the constituent elements result in overlap-
ping spectral features that are difficult to separate and interpret 
quantitatively. Hence, details about the interface stoichiometry 
or the composition profile remain unclear. The ideal electron 
microscopy approach would be to combine different (S)TEM 
techniques that probe the interface on different length scales to 
uncover all relevant features. A method that allows quantification 
of the interface stoichiometry, providing information that is com-
plementary to that available from atomically resolved AC-STEM, 
EELS, and EDS, is thus highly desirable.

A procedure based on conventional TEM has been previously 
developed that enabled reliable and systematic quantification of 
interfacial intermixing, i.e., the composition profile, across isova-
lent NCA interfaces.[13] This approach permits detection of varia-
tions in the interface width that are smaller than the resolution of 
the g002 dark-field (DF) TEM technique used for imaging (about 
0.5 nm). As shown in this present work, the method is of more 
general applicability, since it can be successfully applied to the 
case of heterovalent CdTe/InSb NCA interfaces where it enables 
reliable identification of the interface position, determination 
of the composition profile, and, in particular, quantification of 
the chemical width. The experimental results demonstrate that 
the CdTe-on-InSb chemical interface is very narrow, extending 
over ≈1.5 nm only (10–90% criterion), and chemically mixed. 
This value is on the same order as the chemical interface pro-
file measured in the InAs/GaSb NCA system (1.3 nm),[13,14] and 
is remarkably smaller than the interfacial intermixing observed 
in other isovalent common-atom IIIV heterointerfaces, e.g.,  
2.1 nm for high quality (Al,Ga)As/GaAs.[14]

2. Results

2.1. (S)TEM Investigation of CdTe/InSb: Interface Roughness

The properties and behavior of layered materials depend 
strongly on the atomic-scale structural interface roughness  
(i.e., steps and islands) and on any chemical mixing across the 
interface.[15] Investigation of interfacial roughness using dif-
ferent (S)TEM techniques indicates coherent, defect-free CdTe/
InSb interfaces, as shown in Figure 1, which displays several 
(S)TEM images, each probing the interface on different length 
scales ranging from the hundreds of nanometer scale of con-
ventional DFTEM images to the atomically resolved AC-STEM 
image, which resolves projections of individual atomic col-
umns, commonly called “dumbbells.”[8]

Quantitative analysis of intensity profiles was carried out on 
pairs of high-angle annular-dark-field (HAADF) and large-angle 
bright-field (LABF) images that were recorded simultaneously 
in order to identify the interface position by measuring its width 
and the atom termination. These two imaging modes are closely 
related since they both provide incoherent, Z-dependent image 
contrast with no contrast inversions with changes in objective lens 
defocus or sample thickness.[12] The reduced Z dependence of 
LABF images means that this imaging mode is preferred for stud-
ying compound semiconductors with widely differing Z, whereas 
HAADF images are preferable when the elements have quite sim-
ilar Z, which is the case for Cd (48), Te (52)/In (49), Sb (51). Thus, 
Figure 2a shows an aberration-corrected HAADF STEM image 
across the CdTe/InSb interface, and Figure 2b reveals an intensity 
profile after summing over 11 separate rows of atomic columns 
to improve the signal-to-noise ratio. Clear intensity differences are 
apparent for the atomic columns within each dumbbell pair, and it 
is possible to identify the dumbbell polarity with the heavier anion 
Sb to the left of each pair of atomic columns on the left side of the 
interface, and the heavier anion Te to the left of each pair on the 
right side of the interface, as indicated in Figure 2a. Significantly, 
the exact interface position cannot be determined unambiguously, 
because there is no notable measurable difference in the dumbbell 
spacing across the interface. Furthermore, the intensity variations 
of the dumbbells do not remarkably change, which can be attrib-
uted to chemical intermixing between In and Cd and, on the other 
hand, between Sb and Te. By contrast, use of the chemically sen-
sitive g002 DFTEM imaging technique emphasizes the interface 
location by comparing differences in structure factors between 
the two materials, as clearly visible in Figure 1c. Furthermore, the 
composition profile across the interface can be inferred from the 
analysis of the intensity of the g002 DFTEM images (cf. Figure 1d), 
as extensively presented in Section 2.3.

The aberration-corrected STEM images of the CdTe/InSb 
interface region were analyzed further to assess the presence and 
extent of any interfacial strain using the geometric phase analysis 
(GPA) technique.[16] Basically, this technique enables an assess-
ment to be made of any local lattice strain using a neighboring 
strain-free region as a reference for the analysis. Since the out-
of-plane strain was of primary interest in these observations, 
images were recorded with the interface normal aligned to be 
horizontal so that the effect of any scanning distortions would 
be minimized. The representative HAADF STEM image shown 
in Figure 2a reveals that the individual pairs of atomic columns 
of Cd and Te, and In and Sb, are well resolved, and there are no 
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indications of any interfacial defects. Figure 2c shows the corre-
sponding Fast Fourier Transform calculated from Figure 2a. The 
circled 400 and 2−20 spots were then used to generate the out-of-
plane strain map shown in Figure 2d, with a spatial resolution 
of ≈1nm, as determined by the effective aperture size applied 
in reciprocal space when processing was done. The strain map 
appears to be relatively uniform across the entire field of view 
except for a narrow region near the interface at the top of the 
field of view, and does not suggest the presence of any rigid-
body displacement at the interface, as we had reported in an 
earlier study.[17] Thus, it is concluded based on our present GPA 
analysis that the CdTe/InSb interface is effectively strain-free to 
within the measurement limits of the GPA technique.

2.2. Interfacial Intermixing at Isovalent NCA Interfaces: 
Methodology

The interfacial intermixing generally superimposes on the 
interfacial roughness. Since the intermixing is commonly 

larger (on the nanometer scale) than the interfacial rough-
ness (on the atomic scale), the major contribution to the 
more  general interface width is determined by the continuous 
change in composition across the interface, i.e., by the chem-
ical mixing. The composition profile across isovalent common-
atom interfaces can be directly inferred from analysis of the 
intensity of the chemically sensitive g002 DFTEM images, fol-
lowing the procedures developed previously.[18,19] The motiva-
tion for this approach is that the diffracted intensity for 002 
reflection[18] under a kinematic approximation for compound 
 semiconductors with zincblende structure, is proportional to 
the square of the structure factor, which in turn depends on the 
difference in the atomic scattering factors f of the separate alloy 
components. Thus, in this “structure-factor imaging mode,” the 
image contrast arises primarily from differences in the atomic-
scattering factors between the group-III and group-V elements 
of IIIV compounds (or the group-II and group-VI elements of 
IIVI compounds). This direct procedure, however, cannot be 
simply applied to NCA interfaces due to the lack of a common 
atom across the interfaces.

Adv. Mater. Interfaces 2020, 7, 1901658

Figure 1. Cross-sections of CdTe/InSb heterostructure recorded in several different TEM imaging modes: a) high-resolution (HR), phase-contrast TEM 
image; b) aberration-corrected, high-angle annular-dark-field (HAADF) STEM image; and c) 002 DFTEM image together with d) intensity line profile 
at the CdTe/InSb interface.
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A methodology has been developed for reliable and sys-
tematic characterization of isovalent NCA interfaces.[13] The 
method, originally applied to the investigation of InAs/GaSb 
interfaces, relies on analysis of the intensity (i.e., I002

exp) in 
g002 DFTEM images. The method is based on the insertion 
of a proposed distribution profile for the different constituent 
elements into a calculation of the corresponding diffracted 
intensity under kinematic conditions I002

sim. The simulated 
intensity I002

sim is compared with the experimental I002
exp, 

while searching for the composition profiles that fit best with 
the experimental image contrast.[13,20] In order to avoid meas-
uring absolute intensities, the scattered intensities of the layers 
are normalized to that of a reference layer of known composi-
tion with the same thickness, R002 = I002

layer/I002
ref.. Thus, the 

analysis basically relies on comparison of experimental R002
exp 

and simulated R002
sim curves. The procedure resembles the 

standard analysis of X-ray diffraction data where the layer infor-
mation (composition, thickness, strain, etc.) is extracted after 
comparing experimental and simulated curves.

The key issue here is identification of the elemental distribu-
tion profile. From analysis of directly determined experimental 
composition profiles across isovalent common-atom interfaces 
[e.g., (Al,Ga)As/GaAs, (In,Ga)As/GaAs], it has previously been 
demonstrated that the smooth variation of element concentration 
x with position z across the interface follows a sigmoidal law, x(z) 
= x0/[1 + exp(−z/L)] with the interface width, L, as the main fit-
ting parameter,[13,19,20] and x0 is the nominal mole fraction. The 
parameter L quantifies the interface width, which is proportional 
to the length W over which the concentration changes from 10% 
to 90% of its plateau value, W = 4.4L.[13,19,20] Such functional 
dependence for the transition region (i.e., the sigmoidal profile) 
arises from fundamental growth  processes during the interface 

formation.[14] Indeed, nonvanishing  interface broadening is pre-
dicted for any semiconductor  heterointerface, which will always 
be characterized by an intrinsic minimum width that is dictated 
by the molecule– surface interaction potential during growth.[14] In 
the specific case of the InAs/GaSb NCA structure, assuming for-
mation of the quaternary InxGa1−xAsySb1−y alloy at the interface, 
realistic distributions for In and As are obtained assuming that 
both the In and As distributions follow the sigmoidal profile (and 
those for Ga and Sb are then obtained using mass conservation,  
[In] + [Ga] = 100% and [As] + [Sb] = 100%). These distributions are 
used as input for the calculation of I002

sim(R002
sim). Since the identi-

ties of both the cation and the anion change across the heteroint-
erface, the separate contributions of the III- and V-elements need 
to be inserted separately. Thus, the group-III (InGa) and group-V 
(AsSb) intermixing are independently determined.

2.3. Interfacial Intermixing at Heterovalent NCA Interfaces: 
Proposed Methodology

An extension of the approach described above is proposed 
here in order to systematically evaluate the extent of interfacial 
mixing across the heterovalent CdTe/InSb NCA interface. Since 
both CdTe and InSb compounds have the zincblende structure, 
then g002 DFTEM images still retain their chemical-sensitive 
character, as clearly evident from the contrast difference vis-
ible in Figure 1c, where the structure factors of CdTe and InSb 
serve to emphasize the interface location. Nevertheless, in order 
to extract quantitative information from the DFTEM images, 
several assumptions need to be made. As done previously for 
InAs/GaSb where the interface consisted of (In,Ga)(As,Sb),[13] 
the formation of quaternary InSbCdTe alloys at the interface is 
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Figure 2. a) HAADF image of CdTe/InSb interface. b) Intensity profile from HAADF image summed over 11 rows of atomic columns. Geometric Phase 
Analysis of heterovalent CdTe/InSb interface: c) the corresponding FFT as applied to (a), and d) strain map calculated using 400 and 2−20 Bragg spots 
with spatial resolution of 1 nm, as determined by aperture size used during processing.
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postulated. Furthermore, it is assumed that the quaternary can 
be expressed as In1−xSb1−yCdxTey, where the group-II element 
Cd would behave like a group-III element and bond with the 
group-V element Sb (leading to IIV bonds), and the group-VI 
element Te would behave like a group-V element and bond with 
the group-III element In (giving rise to IIIVI bonds). More-
over, mean group-III-II atomic scattering factor fIII_II and mean 
group-V-VI atomic scattering factor fV_VI, are defined, and it is 
assumed that the elemental mixing follows a linear dependence 
(similar to Vegard’s law) so that fIII_II = xfII + (1–x)fIII and fV_VI = 
yfVI + (1 − y)fV. The calculation uses the atomic scattering fac-
tors fCd, fIn, and fSb given by Doyle and Turner (DT).[21] Since 

no data for fTe are available from DT, fTe is estimated using the 
Peng–Ren–Dudarev–Whelan (PRDW) parameterization.[22] Pre-
viously, it was confirmed that DT and PRDW yielded identical 
values for fCd, fIn, and fSb. In the computations, the parameters 
are inserted as directly extracted from the original papers,[21,22] 
and then a cross-check is made that the estimated f values agree 
with those deduced using the simulation program JEMS.[23]

Substitution, taking the InSb layer as reference of known 
composition, gives the dependence R002 = I002/I002

InSb = (1 + 
Ax + By)2 where A = (fCd − fIn)/(fIn − fSb) and B = (fSb − fTe)/
(fIn − fSb). The plot of R002 as a function of x (Cd%) and y (Te%) 
is presented in Figure 3, and predicts brighter contrast for 
the CdTe layer, in agreement with experimental observations 
(cf. Figure 1c and inset in Figure 3). Theory also predicts that 
the ratio between the diffracted intensity in the separate CdTe 
and InSb layers is given as R002(I002

CdTe/I002
InSb) = 3.83. How-

ever, the ratio obtained from the experimental images shows a 
slight but systematic deviation from the theoretical value, with 
R002

exp ≈ 3.6–3.78, which is possibly due to some contribution 
from inelastic electron scattering.[24] Hence, the experimental 
intensity profiles R002

exp are initially calibrated and normalized 
to R002(I002

CdTe/I002
InSb) = 3.83.

The iterative procedure used to determine the composition 
profiles across the CdTe/InSb interfaces is displayed in Figure 4 
and can be summarized as follows. First, a realistic composition 
profile is proposed for Cd and Te, each based on a sigmoidal 
function, see Figure 4b (and those for In and Sb are based on 
[In] + [Cd] = 100% and [Sb] + [Te] = 100%, assuming the for-
mation of In1−xSb1−yCdxTey at the interface). As for the isovalent 
NCA case, each profile, i.e., Cd and Te, is independently inserted 
into the calculation. The simulated diffracted intensity ratio R002 
is then calculated and compared with the experimental R002

exp 
profile (Figure 4c). When the match between R002 and R002

exp is 
judged as unsatisfactory, new profiles for Cd and Te are inserted 
into the calculation. The process is iterated until the best fitting 
between R002 and R002

exp is reached.
This analysis is applied to two different InSb/CdTe het-

erostructures having the same nominal growth conditions. 
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Figure 3. Plot showing variation of g002 DFTEM relative image inten-
sity as a function of Cd% (x-axis) and Te% (y-axis). Note almost linear 
dependence on both x and y.

Figure 4. Schematic representation of the iterative procedure used to determine the composition profiles across the heterovalent CdTe/InSb NCA 
interface. a) Chemically sensitive 002 DFTEM image. Inset shows I002

exp intensity line scan used to evaluate the ratio R002
exp (I002

CdTe/I002
InSb). b) Com-

position profiles for Cd and Te, each based on sigmoidal functions, used as input for the calculation of R002 (I002
CdTe/I002

InSb). c) Comparison made 
with R002

exp until best fit obtained.



www.advancedsciencenews.com
www.advmatinterfaces.de

1901658 (6 of 9) © 2019 The Authors. Published by WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim

Figure 5a–e represents a set of experimental (open squares) and 
simulated curves (continuous lines) that illustrate the effect of 
changing the interface profile, as characterized by the L value. 
The data correspond to one of the two investigated samples 
(Sample A). In this particular case, the best fit is obtained for 
a L parameter of LCd = LTe = 1.2 ML. Note the remarkable good 
match between R002 and R002

exp for the profile in Figure 5b, cor-
responding to the best fit as confirmed by the correlation coef-
ficient r. Two correlation coefficients are considered, one for the 
set of data of the complete profile and another one for the set 
of data around the interface region between −11.5 and 11.5 ML. 
A variation in the value of L of ±0.4 ML results in obvious dis-
crepancies between R002 and R002

exp, as displayed in Figure 5a,c. 
Different LCd and LTe can be inserted into the calculation, as 

shown in Figure 5d,e. The best fit, however, is obtained when 
the two sublattices have a similar interfacial mixing with LCd = 
LTe. Similar results are obtained for the second sample, Sample 
B. In this case, the best fit is obtained for an interface para-
meter LCd = LTe = 1 ML (given in Figure 4c).

Further analysis indicates that the method can detect vari-
ations in the L parameter as small as 0.1 ML, as shown in 
Figure 6a,c. This feature is illustrated in Figure 6d which 
 displays the correlation coefficient between the simulated and 
experimental curves for a series of profiles where LCd = LTe 
have been varied between 0.5 and 2 ML. Two correlation coef-
ficients are again considered, following the above definition. 
The  presented data correspond to the second sample investi-
gated in this work, Sample B, where the best fit is obtained for 

Adv. Mater. Interfaces 2020, 7, 1901658

Figure 5. Series of plots showing comparisons between experimental intensity profiles (shown as small squares) with simulated profiles based on 
different elemental profiles as quantified by different values of interface parameter L indicated on each plot: a) LCd,Te = 0.8 monolayers (ML); b) LCd,Te = 
1.2 ML (best fit); c) LCd,Te = 1.6 ML; d) LCd = 0.8 ML and LTe = 1.2 ML; and e) LCd = 1.2 ML and LTe = 0.8 ML. r indicates the correlation coefficient for 
the complete set of data (blue) and for the data at the interface region (bold pink). The data correspond to Sample A.



www.advancedsciencenews.com
www.advmatinterfaces.de

1901658 (7 of 9) © 2019 The Authors. Published by WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim

LCd = LTe = 1 ML. The plot of the correlation coefficient versus 
L in Figure 6d clearly shows that: i) the interface width L can 
be unambiguously determined since there is a well-defined 
maximum, and ii) variations in abruptness of the interface pro-
file of only 0.1 ML are clearly discernable. Taking into consid-
eration the L values obtained from analysis of the two samples, 
it is concluded that the CdTe-on-InSb interface is chemically 
abrupt, extending over ≈1.5 nm (10–90% criterion) with LCd,Te ≈ 
1.1 ML (i.e., averaged L from the two samples). This value is 
on the same order as the chemical width (1.3 nm) estimated 
for the InAs/GaSb NCA system measured previously using the 
same 002 DFTEM imaging approach.[13,14,20] Remarkably, this 
value is considerably smaller than the interfacial intermixing 
determined for other isovalent common-atom IIIV hetero-
interfaces, as for instance, 2.1 nm for high quality (Al,Ga)As/
GaAs.[14] Moreover, prior estimates of the CdTe-on-InSb inter-
face width had indicated an interface that was locally sharp 
on the scale of 2 nm.[25] However, this interface evaluation 
was performed on early CdTe/InSb multilayer structures and 
there have since been significant advances in both the under-
standing of growth mechanisms,[26] as well as significant tech-
nical developments for MBE growth of combined IIIV/IIVI 
structures.[11]

3. Discussion and Conclusions

Electron microscopy allows materials characterization over 
a wide range of magnification, with spatial resolution at the 

atomic scale being routinely achieved with aberration-cor-
rected instruments. Yet, the current study reveals that anal-
ysis of the g002 DFTEM intensity profiles as presented here, 
although based on the resolution-limited DFTEM technique, 
is far better suited to the specific task of extracting a quanti-
tative estimate of the elemental profile across the CdTe/InSb 
interface where all of the elements involved have quite similar 
atomic numbers. The approach does not so far deconvolve the 
smearing effect of the finite objective size on the profile meas-
urements, which would lead to an overestimate of the interfa-
cial broadening being made when its value is comparable to the 
effective objective aperture size. Moreover, a slight interface 
broadening (≈0.5–1.0 ML) is introduced by the need to orient 
the interface slightly away from the edge-on condition in order 
to bring the 002 reflection close to the Bragg condition.[19] 
Despite these practical concerns, it is significant that the pre-
sent estimates of interfacial width made using the g002 DFTEM 
technique are similar to measurements from other materials 
systems using different methods, such as EELS[19,27] or atom 
probe tomography.[28,29] For example, a Z-contrast imaging 
study of interfacial intermixing in InAs/GaSb NCA superlat-
tices indicated interfacial widths (10–90% criterion) of 2.69 
and 2.11 ML at InAs-on-GaSb and GaSb-on-InAs interfaces, 
respectively.[30] An evaluation of InAs/InAs1−xSbx superlattices 
using EELS indicated an intrinsic interface width of L = 1.2 ML  
(≈1.6 nm using the 10–90% criterion) for the InAsSb-on-InAs 
interface.[19] Meanwhile, the correspondence between the 
experimental results of: i) LCd = LTe; ii) little or no interfacial 
strain (i.e., no change in lattice spacing); and iii) no seemingly 
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Figure 6. Series of plots showing comparisons between experimental intensity profiles (shown as small squares) with simulated profiles based on 
different elemental profiles with a variation in the value of the interface parameter L of ±0.1 ML indicated on each plot: a) LCd,Te = 0.9 ML; b) LCd,Te = 
1 ML (best fit); and c) LCd,Te = 1.1 ML. r indicates the correlation coefficient for the complete set of data (blue) and for the data at the interface region 
(bold pink). d) Correlation coefficient plotted as a function of interface width L. The data correspond to Sample B, with the same nominal growth 
conditions as Sample A.
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 detectable interface features in the HAADF or LABF images, 
would seem to suggest a well-balanced mixture of IIV and 
IIIVI bonds at the interface rather than preferential forma-
tion of IIIVI or IIV interfacial compounds. In addition, 
our work demonstrates the formation of a graded interface 
extending over 1.5 nm, which agrees with predictions in the 
literature on the development of mixed interfaces extending 
over 2–3 atomic layers with minimal electrostatic imbal-
ance.[5,31] Since a perfectly sharp [001] polar interface (charged 
interface) is highly unstable,[5–7,31] it is anticipated that it will 
reconstruct into a mixed interface configuration,[5,7] or decom-
pose into individually neutral patches,[31] scenarios that are 
compatible with our experimental findings. Graded interfaces 
can encompass different atomic configurations, ranging from 
a mixed anion plane at the interface, to a mixed cation plane 
or even intermediate atomic arrangements between these, pre-
serving the charge neutrality condition.[31] The prevalence of 
InTe or CdSb bonds at the interface would likely be deter-
mined by the presence of a Te and/or Cd overpressure during 
growth, i.e., by the Cd/Te flux ratio, and, in particular, by the 
stoichiometry of the surface reconstruction at the growth 
front.[5] A systematic investigation of the interface proper-
ties depending on the growth conditions (surface reconstruc-
tion) would now be possible based on the approach described 
here. Furthermore, the combination of InSb and CdTe to form 
CdTe/InSb superlattices has been recently proposed.[4,32] The 
motivation is that built-in electric fields at sharp polar inter-
faces are predicted to induce a topological transition in the 
system.[4] However, [001] sharp polar interfaces are very high 
in energy[4,32] and, consequently, they will likely undergo inter-
facial atomic exchanges to reduce the energy and become 
thermodynamically stable. In this respect, our work paves the 
way to the investigation of the interface configuration at such 
CdTe/InSb superlattices.

Overall, the method adopted here is of general applicability, 
and it can be readily applied to other NCA heterovalent inter-
faces. Hence, the approach opens a new route for investigation 
of the long-sought correlation between interface-related elec-
tronic properties and transport phenomena and the interface 
characteristics, which would represent a significant advance for 
implementation of these interfaces in future devices.

4. Experimental Section
The samples under investigation were grown on InSb (001) substrates 
in a dual-chamber VG V80H MBE system with separate IIIV and 
IIVI chambers connected by an ultrahigh-vacuum (UHV) transfer 
chamber. First, an InSb buffer layer of 500 nm thickness was grown on 
the InSb substrate in the IIIV chamber. The quality of the InSb buffer 
was monitored in situ using reflection high-energy electron diffraction 
(RHEED). The samples were then transferred via a load-lock system to 
the IIVI chamber under UHV conditions. Immediately prior to CdTe 
growth, the InSb surfaces were exposed to Cd flux for several minutes to 
prevent the possible formation of interfacial IIIVI compounds. A CdTe 
buffer layer was then grown using an initial Cd/Te flux ratio of 3.5 in 
order to further prevent the formation of In2Te3 at the interface. After 
2 min of growth, the flux ratio was then reduced to 1.5. Upon initiation 
of the CdTe growth on InSb, the RHEED pattern became slightly hazy 
as the surface reconstruction transitioned from InSb to CdTe, but after 
10 min of growth the pattern became streaky. After growth of a 500 nm 

thick CdTe buffer layer, CdTe/MgxCd1−xTe double heterostructures were 
grown at a substrate temperature of 265 °C. Further growth details can 
be found elsewhere.[11] This current work focused specifically on analysis 
of the CdTe/InSb interface, whereas a detailed investigation reporting 
growth of the CdTe/MgxCd1−xTe double heterostructures was published 
elsewhere.[17]

One critical step in the (S)TEM investigation of CdTe/InSb-based 
samples is the TEM specimen preparation. Cross-sectional TEM 
specimens were prepared for observation in both 〈110〉 projections 
using standard mechanical polishing and dimpling, followed by argon 
ion milling, typically starting at 2.0 keV and finishing at 0.5 keV. During 
the ion-milling process, the samples were kept at liquid-nitrogen 
temperature to minimize any milling-induced artifacts.[33] Chemically 
sensitive g002 DFTEM imaging was carried out using a JEOL JEM 3010 
electron microscope operated at 300 kV and equipped with a GATAN 
slow-scan charge-coupled-device camera for quantitative image 
recording. The AC-STEM images were recorded with a JEOL ARM-200F 
with a HAADF image resolution of ≈0.8 Å when operated in the probe-
corrected imaging mode at an accelerating voltage of 200 kV. The beam 
convergence angle was set at ≈22 mrad, while the collection angles 
were usually set at 0–22 mrad for (incoherent) LABF imaging, and 
90–150 mrad for HAADF imaging. The electron beam direction used for 
observation was [110] for all the samples.
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