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Abstract.
Knowledge Tracing (KT) aims to predict the future performance

of students by tracking the development of their knowledge states.
Despite all the recent progress made in this field, the application of
KT models in education systems is still restricted from the data per-
spectives: 1) limited access to real life data due to data protection
concerns, 2) lack of diversity in public datasets, 3) noises in bench-
mark datasets such as duplicate records. To resolve these problems,
we simulated student data with three statistical strategies based on
public datasets and tested their performance on two KT baselines.
While we observe only minor performance improvement with addi-
tional synthetic data, our work shows that using only synthetic data
for training can lead to similar performance as real data.

1 Introduction

In recent years, the education has experienced the transformation
from traditional classrooms into digital teaching [11]. Especially
the COVID-19 pandemic remarkably accelerated the adaption of re-
mote learning and encouraged the development of AI-enhanced ed-
ucational technology. Intelligent tutoring systems (ITS) are widely
applied in providing personalized instruction and tutoring for stu-
dents with computer-assisted learning environments, which offer
intelligent services that assist the knowledge acquisition process
and increase motivation. However, online education still faces the
challenges of improving learner engagement and adapting educa-
tional contents to different users. As a sequence modeling technique,
Knowledge Tracing (KT) models dynamically keep track of students’
knowledge states and predict their future performance on following
exercises. This has been proven to be valuable in supporting instruc-
tors with better teaching strategy design and creating personalised
study plans in accordance with learner’s diverse learning styles [16].

As a student modeling technique, the KT task aims to observe
and capture the changes in students’ knowledge states during learn-
ing. Given series of questions, the learning process is represented
through the results, corresponding skills and interaction data, like
response time, attempts, or skills, of each question answering ac-
tivity between the ITS and the learners. A large amount of efforts
has been made to study this problem. Bayesian Knowledge Trac-
ing (BKT) [4] is the most classic approach, which applies Hidden
Markov Models (HMM) to predict probabilities of the binary vari-
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able of each step. In its earlier versions, this method assumes that
studied knowledge will never be forgotten and ignores the individual
differences of students’ prerequisite knowledge, and therefore has
led to the emergence of multiple varieties, see [12, 25]. With the rise
of neural networks, Deep Knowledge Tracing (DKT) [22] introduced
recurrent neural networks as a stronger sequential feature extractor,
which outperformed previous approaches. New DKT models began
to be proposed to capture different aspects of the cognitive develop-
ment process, see, for example, [10, 15, 19].

Though, a lot of efforts have been made to improve the predic-
tion accuracy on student grades, with most KT models focusing on
binary grade prediction and only care if a student passed or failed
an exercise, see [1, 5, 14, 17, 20, 22]. Additionally, most common
public datasets like Assistments [9, 21], Junyi [2] or EdNet [3] also
provide data with only binary grades of exercises. In practical ap-
plication, however, exercises with grades on some kind of scale be-
yond just 0 and 1 are quite common. So, the lack of more diverse
data sources is significant in this area. Furthermore, currently avail-
able public KT datasets are collected from diversed learning scenar-
ios, which present distinctively different features and scales, result-
ing in a difficulty of practical adaption. On one hand, the benchmark
datasets often contain noise (e.g. wrong timestamps or null values),
formatting issues (e.g. gaps between experiment setups, datasets, and
versions), and incorrect descriptions. Furthermore, strict data protec-
tion regulations often challenge the researchers during the data col-
lection. Despite of the trending of digital learning, the use of learn-
ing analytic tools are strictly limited and many developers, like in
the European Union, do not have access to anonymized student data
[8]. It is worth noting that the majority work focuses on modeling
the learning process instead of solving the mentioned problems from
a data perspective. As a result, conducting knowledge tracing in real
education could be very expensive.

Seeking solutions for the lack of variety and expensive data in KT,
we focus our efforts in synthesizing data on continuous or ordinal
scales and test their performance on two baselines (see Section 4) by
adding synthesized data of different ratio to the original datasets. We
accordingly chose two public datasets for our experiments which do
record grades on such scales, the Open University Learning Analyt-
ics dataset (OULAD) [13], and the SLP dataset [24].

Both datasets contain interaction data from online learning envi-
ronments. The size description can be found in Table 1. OULAD
gives grades ranging from 0 to 100 for each exercise and SLP gives
ordinal grades with the range depending on each exercise. To be able



OULAD SLP
students 32,593 4,830
exercises 37,443 7,502
total interactions 10,655,280 460,688

Table 1. Size statistics of the OULAD [13] and SLP [24] datasets

to treat the datasets equally, we normalize all grades in terms of per-
centage to a range from 0 to 100.

In the following section, we describe our approaches to gener-
ate synthetic data. In Section 3 and 4, we describe the KT baselines
and the experiments using the corresponding models on the synthetic
data. Section 5 and 6 are dedicated to the discussion and conclusion
of our findings.

2 Synthetic Data Generator
The most crucial parameter in the educational datasets is the stu-
dents’ grades. We designed three different methods to generate
grades, which are introduced in this section: Generator1 is based on
the distribution of grades, Generator2 performs resampling in each
step of the student learning path, the sequence of grades from one
student, and Generator3 reuses the existing students. When examin-
ing the datasets for the generator creation, we exclude grades 0 and
100 to avoid a dominant influence from those two values.

2.1 Generator1
Synthetic Data Generator1 generates new grades by sampling from
one distribution of all grades in the dataset. So, we first identify the
best fitting distribution to the grades in the real data. We did so us-
ing the ’distfit’ package in python [23], which comprises nearly all
common univariate distributions.

Specifically, in the OULAD dataset the best fitting distribution to
the grades is a log-gamma distribution with parameters: c = 0.50,
scale = 8.20, location = 89.02, see Figure 1.

By drawing grades from this distribution, we create the single in-
teraction instances for the synthetic dataset.

Figure 1. Fitted log-gamma distribution of grades (curve) compared to
distribution of all grades (histogram) for the OULAD dataset.

The real and the simulated grades datasets have a similar distri-
butions, as visualized in Figure 3. Additionally, both datasets have a
similar average (real: 73.02, simulated: 73.14) and median (real: 77,
simulated: 76.98) grade, as well as standard deviation (real: 17.49,
simulated: 17.67).

In the SLP dataset, the distribution that explains the grades best is
a beta distribution with parameters: a = 2.46, b = 2.89, scale =

92.62, location = 4.38. As shown in Figure 2, the selected distri-
bution is not optimal. It should be mentioned that there is not always
a perfect fit of distributions.

Figure 2. Fitted beta distribution of grades (curve) compared to the
distribution of all grades (histogram) for the SLP dataset.

The average (real: 53.16, simulated: 73.17) and the median (real:
50.00, simulated: 77.03) are different, but the standard deviation
(real: 18.48, simulated: 17.17) is still similar, which is shown in Fig-
ure 3.

Figure 3. Boxplot of real and synthetic grade distribution using
Generator1 for OULAD and SLP dataset.

Apart from the basic descriptive statistics one more parameter that
should be taken into account, is the possible dependency on the pre-
vious grade. In Generator1 this dependency is not taken into account.
The development of a function that takes into account the current at-
tempt of a student and the distribution of grades at that point should
give very reliable results. However, this needs a lot of data which
radically increases the complexity. Generator1 can be considered as
the baseline for our next attempts to provide a powerful and reliable
method for synthetic datasets.

2.2 Generator2
Another approach to generate synthetic educational data is to per-
form a resampling from the actual dataset. This idea is inspired by
bootstrap resampling for estimating parameters of a dataset [6, 7].
Usually, bootstrapping is used to estimate the variance or, in gen-
eral, the distribution of a statistic of a population such as the mean or
variance. However, directly applying this concept would not produce
realistic grades. Thus, we don’t do any actual parameter estimation,
but only use the approach to collect samples.

First, we randomly collect the whole learning path of a user, which
is the sequence of grades this student got during its study. Then, for



each step in this learning path, we randomly pick a value out of the
grades over all students at the same step from the real data. Thus, this
method does not cover progressive dependencies between the sub-
sequent time steps. Afterwards we add some Gaussian noise, with
parameters µ = 0, σ = 3, to create the new grade. This process is
repeated until all grades in every step of the learning path are filled.
This new synthetic dataset has similar properties and a similar grade
distribution to the real one. The advantage of this method is the con-
struction of the dataset based on real data and considering each step.
Using as input for the Generator2 the OULAD dataset, the results are
encouraging. A comparison to the descriptive statistics of real and
generated data proves that efficiency. More specifically, the average
(real: 73.02, simulated: 74.43), the median (real: 77.00, simulated:
77.74) and the standard deviation (real: 17.49, simulated: 16.81) do
not differ much. These comparisons is visualized in Figure 4.

Moreover, in the SLP dataset the similarities in the main metrics
average (real: 53.16, simulated: 55.11), median (real: 50.00, simu-
lated: 54.79) and standard deviation (real: 18.48, simulated: 18.05)
remain, but the first quartile (real: 33.33, simulated: 42.61) differs
slightly. Those results can be found in Figure 4.

Figure 4. Boxplot of real and synthetic grade distribution using
Generator2 for OULAD and SLP dataset.

There are no limits in the dataset size, thus any source with nu-
meric grades may work without issues. A possible drawback of this
method is the time of generation, which can be high depending on
the requested amount of data.

2.3 Generator3

The third version of the Synthetic Data Generator or Generator3
utilises a simpler and the more lightweight approach. This method
chooses a random user from the real dataset and collects their whole
learning path. Then, Gaussian noise is added to the grades, here with
parameters µ = 0, σ = 3. The procedure continues until the re-
quested amount of data is fulfilled. The method offers a quick gener-
ation of any amount of data which preserves the properties of the real
data, as well as the possible time dependency between grades and
correlations. Those are not the only advantages of the Generator3,
but also it could be easily modified and used for any dataset. Even if
the data are reused, it offers anonymity and generated users could be
considered as completely new entries.

For the evaluation of the algorithm the same two datasets are
used. A comparison between real and simulated data follows for both
datasets as well as some basic statistics. In the OULAD dataset the
descriptive statistics of real and generated datasets are almost iden-
tical. The difference for the average (real: 73.01, simulated: 73.03),

the median (real: 77.00, simulated: 77.68) and the standard deviation
(real: 17.48, simulated: 17.70) are almost equal to 0 as can be seen in
Figure 5. The method has similar results on the SPL dataset, which
are also shown in Figure 5. Here, the average (real: 76.89, simulated:
73.03), the median (real: 50.00, simulated: 51.96) and the standard
deviation (real: 18.47, simulated: 18.70) are once again very simi-
lar. In particular, the OULAD generated dataset follows a beta dis-
tribution with parameters a = 25.70, b = 2.37, scale = 343.82,
location = −241.75, which is very close to the log-gamma ob-
served for the original dataset, but more smoothed out. The SLP
follows a beta distribution with parameters a = 3.37, b = 2.98,
scale = 100.73, location = −0.68.

Figure 5. Boxplot of real and synthetic grade distribution using
Generator3 for OULAD and SLP dataset.

In addition, one more proof for the efficiency of that method is that
the distributions of the generated data follow similar but smoother
distributions as the real data (see Figure 6).

Figure 6. Comparison of the distributions of grades of real data and data
generated from Generator3.

3 Knowledge Tracing
We compare two approaches to Knowledge Tracing. The original
Deep Knowledge Tracing (DKT) [22] uses an recurrent neural net-
work architecture, which takes a sequence of binary grades of one
student as input and gives a prediction on whether the next exer-
cise will be passed or failed as output. We adapt this architecture to
the non-binary grades of our datasets. Instead of cross-entropy loss
we apply mean-squared-error as loss, comparing the networks logits
scaled by a sigmoid function with the grades normalized to the range
[0, 1].



Bayesian Knowledge Tracing (BKT), as implemented by Badri-
nath et al. in [1], uses hidden Markov models optimized via expecta-
tion maximization. We are running the default BKT model as offered
by the library with the additon of the forget parameter.

4 Experiments
For both datasets, we compare the influence of adding synthetic data
to real training data as augmentation, as well as the performance of
the Knowledge Tracing model on real data when trained on synthetic
data only. The test data is the same 20% split of the full real data for
all experiments on one dataset.

Of the 80% training data split, we compare KT performance when
training on 0%, 50%, and 100% of that split respectively. For each
of these variants we further compare performance when adding syn-
thesized data of a size equal to 0%, 25%, 50%, 75%, 100%, 200%
and 300% of the original training split. Thus we get a grid of real and
synthetic data ratios on which to train the KT models and for which
to compare the result. This results in two variations for each dataset
without synthetic data, and 18 more variations for each dataset and
generator version.

4.1 Evaluation

We evaluate the KT models on three metrics, Accuracy (ACC),
Matthews-Correlation-Coefficient[18] (MCC) and Mean Absolute
Error (MAE). MAE serves to asses the Model Performance with re-
spect to the continuous nature of the scores in the datasets we chose
to focus on. ACC evaluates the classic binary prediction of passed
or failed and MCC should give an impression on how balanced the
model predictions are. For both classification scores, we treat a nor-
malized score above 0.5 as class 1 (passed) and a score below as class
0 (failed). We don’t use the ordinal grades of the SLP dataset as cat-
egories as they do not provide consistent classes across the dataset.

4.2 Results

Generator1 mainly worsens the model performance of DKT on the
OULAD dataset to a small degree when added to real training data.
When using only synthetic data, the MAE is worse than when train-
ing on any amount of real data, however only by 3-4 points, see left
graph in Figure 7. On the other hand, when looking at the MCC in
Table 3, the synthetic data stays well below the real data. On the SLP
dataset adding synthetic data from Generator1 has less of a negative
effect, but when using synthetic data only the MAE is further away
from the baseline of real data than on OULAD, see Figure 8 and
Table 5.

Generator2 shows mostly similar results for both datasets as
Generator1, with the one exception. Here, we can observe that using
a synthetic data ratio of 3 without real data achieves results compa-
rable to using real data only, see Figure 7 and 8. This observation is
also confirmed for ACC and MCC in Table 4 and 5.

For Generator3, it can be seen that adding a smaller amount of
synthetic data to the real data tends to slightly improve the MAE on
OULAD and on SLP, see Figure 7 and 8, as well as MCC and ACC as
can be seen in tables 2-5. But, adding more than 25-50% of the real
training set size worsens the model on the OULAD data set. Using
the synthetic data only shows to cause a test performance on par with
using a lower amount of real data for both datasets.

The BKT on the OULAD dataset appears completely uninfluenced
by the addition or substraction of data on the above scales. Here each

0 0.25 0.5 0.75 1 2 3
Generator1

0.0 0.906 0.91 0.91 0.91 0.911 0.911
0.5 0.92 0.918 0.919 0.918 0.917 0.917 0.918
1.0 0.919 0.921 0.919 0.919 0.917 0.918 0.91

Generator2
0.0 0.898 0.909 0.892 0.911 0.896 0.911
0.5 0.92 0.92 0.919 0.918 0.918 0.918 0.918
1.0 0.919 0.921 0.921 0.92 0.919 0.92 0.919

Generator3
0.0 0.912 0.915 0.91 0.915 0.913 0.909
0.5 0.92 0.919 0.914 0.911 0.915 0.908 0.907
1.0 0.919 0.92 0.914 0.914 0.915 0.911 0.909

Table 2. DKT ACC per data combination on the OULAD dataset. Rows
stand for real data ratio, columns for synthetic data ratio. Best values per real

data ratio are highlighted.

0 0.25 0.5 0.75 1 2 3
Generator1

0.0 -0.003 0.0 0.0 0.0003 0.0 0.0
0.5 0.356 0.339 0.336 0.307 0.326 0.265 0.36
1.0 0.385 0.36 0.329 0.342 0.335 0.3 0.328

Generator2
0.0 0.004 -0.004 -0.019 0.0 -0.007 0.0
0.5 0.356 0.349 0.359 0.354 0.323 0.324 0.313
1.0 0.385 0.381 0.376 0.376 0.338 0.33 0.333

Generator3
0.0 0.344 0.347 0.344 0.359 0.361 0.335
0.5 0.356 0.374 0.367 0.35 0.367 0.329 0.337
1.0 0.385 0.39 0.371 0.359 0.368 0.354 0.34

Table 3. DKT MCC per data combination on the OULAD dataset. Rows
stand for real data ratio, columns for synthetic data ratio. Best values per real

data ratio are highlighted.

0 0.25 0.5 0.75 1 2 3
Generator1

0.0 0.489 0.468 0.493 0.468 0.467 0.467
0.5 0.706 0.69 0.695 0.693 0.689 0.692 0.692
1.0 0.7 0.703 0.699 0.702 0.702 0.702 0.703

Generator2
0.0 0.503 0.499 0.502 0.504 0.506 0.691
0.5 0.706 0.682 0.665 0.669 0.698 0.674 0.675
1.0 0.7 0.78 0.692 0.713 0.7 0.707 0.705

Generator3
0.0 0.662 0.692 0.692 0.698 0.696 0.69
0.5 0.706 0.702 0.698 0.697 0.706 0.695 0.695
1.0 0.7 0.709 0.707 0.707 0.704 0.705 0.704

Table 4. DKT ACC per data combination on the SLP dataset. Rows stand
for real data ratio, columns for synthetic data ratio. Best values per real data

ratio are highlighted.

variation including the baseline achieves an MAE of 0.09, an ACC
of 0.91, and an MCC of 0. To test, if smaller fractions of real data
make a difference, we also include a run on 10% and 1% of the real
dataset and the results in Table 6 show that only a small ratio of 1%
causes a change in the results.

On the SLP dataset, an effect can be seen using Generator1, see
Figure 9, as well as Table 7 and 8. These show that the performance
on synthetic data does not come close to that on real data and adding
the synthetic data to the real one consistently worsens. For the other
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Figure 7. OULAD Dataset: Influence of synthetic data on Deep Knowledge Tracing performance in MAE. Lower values are better.
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Figure 8. SLP Dataset: Influence of synthetic data on Deep Knowledge Tracing performance in MAE. Lower values are better.
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Figure 9. SLP Dataset: Influence of synthetic data on Bayesian Knowledge Tracing performance in MAE. Lower values are better.



0 0.25 0.5 0.75 1 2 3
Generator1

0.0 -0.04 0.04 -0.05 0.017 0.004 0.001
0.5 0.412 0.381 0.389 0.384 0.383 0.385 0.385
1.0 0.397 0.409 0.403 0.404 0.403 0.408 0.409

Generator2
0.0 0.011 0.002 0.005 0.01 0.012 0.38
0.5 0.412 0.369 0.329 0.395 0.393 0.348 0.351
1.0 0.397 0.559 0.385 0.431 0.401 0.412 0.409

Generator3
0.0 0.324 0.38 0.381 0.395 0.39 0.38
0.5 0.412 0.402 0.396 0.394 0.412 0.391 0.389
1.0 0.397 0.417 0.415 0.413 0.407 0.409 0.407

Table 5. DKT MCC per data combination on the SLP dataset. Rows stand
for real data ratio, columns for synthetic data ratio. Best values per real data

ratio are highlighted.

MAE MCC ACC
>0.1 0.09 0 0.91
0.1 0.09 0 0.91
0.01 0.159 -0.006 0.841

Table 6. BKT results on the OULAD dataset. Rows stand for real data
ratio. Synthetic data ratio is 0 for all entries in the column.

0 0.25 0.5 0.75 1 2 3
Generator1

0.0 0.103 0.103 0.103 0.103 0.103 0.103
0.5 0.896 0.889 0.862 0.805 0.739 0.24 0.106
1.0 0.897 0.895 0.89 0.881 0.863 0.733 0.51

Generator2
0.0 0.897 0.897 0.897 0.897 0.897 0.897
0.5 0.896 0.896 0.896 0.897 0.897 0.897 0.897
1.0 0.897 0.987 0.897 0.897 0.897 0.897 0.897

Generator3
0.0 0.896 0.896 0.896 0.896 0.897 0.897
0.5 0.896 0.896 0.896 0.896 0.896 0.897 0.897
1.0 0.897 0.897 0.897 0.897 0.897 0.897 0.897

Table 7. BKT ACC per data combination on the SLP dataset. Rows stand
for real data ratio, columns for synthetic data ratio. Best values per real data

ratio are highlighted.

0 0.25 0.5 0.75 1 2 3
Generator1

0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.5 -0.001 -0.001 0.009 0.005 0.005 -0.002 -0.001
1.0 -0.002 -0.005 0.003 0.005 0.008 0.006 0.01

Generator2
0.0 0.0 0.0 0.0 0.0 0.0 0.0
0.5 -0.002 0.0 0.0 -0.001 -0.001 -0.003 0.0
1.0 -0.002 -0.002 -0.002 -0.002 -0.001 0.0 0.0

Generator3
0.0 0.0 0.002 0.0 -0.002 -0.002 0.0
0.5 -0.002 0.0 0.0 0.0 -0.003 -0.002 0.001
1.0 -0.002 -0.002 -0.002 -0.003 -0.003 -0.002 -0.003

Table 8. BKT MCC per data combination on the SLP dataset. Rows stand
for real data ratio, columns for synthetic data ratio. Best values per real data

ratio are highlighted.

Generators however, the results look much more like for the OULAD
dataset, as different data ratios show essentially no effect.

5 Discussion
Regarding the general grade distribution, all three Generators come
close to the real data, as can be seen in figures 3 - 6. However, using
the generated data for training KT models has little to no positive ef-
fect on the performance. For Generator1 this likely lies in the fact that
the synthetic grades are sampled independently of each other and of
any other context, therefore not being able to represent a student ac-
tually going through a number of exercises in sequence. Generator2
does include a dependence on the time step, at which each exercise is
taken. However, it still does not account for the dependence of grades
in a sequence on each other. Generator3 eventually samples full se-
quences and adapting those, leaving some degree of dependency of
the sampled grades intact. This is reflected in the fact, that the per-
formance of the DKT model trained on synthetic data only, is on par
with the baseline performance. Generator3 is also the only one for
which we can observe a slight improvement when adding synthetic
data to the real one.

Another reason that the performance does not improve with the
generated data might lie in the skew of the datasets. Especially the
OULAD dataset shows a bias towards good grades, as can be seen in
for example in Figure 3. And while this is not the case for the SLP
dataset, the same figure does also show that the chosen distribution
for this dataset does also result in a skew towards positive grades. So
adding this kind of data may cause the KT models to be more biased
towards positive grades, not being able to predict negative grades in
a more balanced test set.

The BKT does not appear to profit from the synthetic data at all.
Here, even the baselines for both datasets already show an MCC
close to 0, so the model seems already more biased towards the ma-
jority class. That may be a reason why adding synthetic data to the
model does not change anything in the OULAD dataset.

6 Conclusion
Our Synthetic Data Generators have been shown to produce data with
overall distributions close to the real data. However just drawing
from distributions does not provide enough additional information
for the KT models to be able to improve performance using this data.
But we could produce synthetic data close enough to the real data to
achieve KT performances close to the real data.

This gives hope that we can build on this work to achieve better
synthetic datasets in future work. Next steps could include adapting
the sampling approach from Generator3 to not be too close to sam-
pling real data sequences. Another step to build on this study might
be to utilize the synthetic data from more directed sampling to explic-
itly balance out biased datasets similar to an oversampling approach.
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